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Mathematical Modeling in Physics and Engineering

The conference Mathematical Modeling in Physicad dBngineering —
MMPE'18 is organized by Czestochowa Branch of Polisathematical Society
jointly with the Institute of Mathematics of Czeshmwa University
of Technology.

Mathematical modeling is at the core of contemporasearch within a wide
range of fields of science and its applicationse MiMPE’18 focuses on various
aspects of mathematical modeling and usage of ctanpuethods in modern
problems of physics and engineering. The goal & tlonference is to bring
together mathematicians and researchers from @dyamid diverse disciplines
of technical sciences. Apart from providing a forfon the presentation of new
results, it creates a platform for exchange of sdaa well as for less formal
discussions during the evening social events whach planned to make
the conference experience more enjoyable.

This year’s conference is organized for the 10ttetiEvery year the conference
participants represent a prominent group of reizegl scientists as well as young
researchers and PhD students from domestic aamyfouniversities. This time we
have invited speakers from Silesian University etchiinology andJniversity of
Occupational Safety Management in Katowice as wasll from other higher
education institutions: Technical University of K& Vasyl Stefanyk
Precarpathian National Universityan Dlugosz University, Poznan University of
Technology, University of Lodz and Technical Uniity of Czestochowa.

Organizers
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NUMERICAL ALGORITHMS FOR FRACTIONAL OPERATORS

Krzysztof Bekus

Institute of Mathematics, Czestochowa Universityesfihology,
Czestochowa, Poland
krzysztof.bekus@im.pcz.pl

Keywords:fractional calculus, Caputo derivative, numericalmethods

Fractional calculus is used in mechanics, bioleggnomy, chemistry and other
areas of science. In recent years scientists @s@aore and more about this topic
and many interesting articles and books were puddis Fractional operators has
been described in a lot of works (see example [3Tfey have been studied from
both numerical and analytical point of view. In trast to classical derivative,
where its value is determined at a given poingtiomal derivatives are non-local
operators. In this paper we study Caputo derivatifeorder >0, defined as
follows [1]:

Ca 1 y" (1) dt
(DL Y)(X)= F(n—a)J: ety 1)

which is left Caputo fractional operator, n¥f1, and

C1' [y (Mdt @

( Dg-y)(x): I—(n_ G) . (t_ X)a—rH-l

which is known as right Caputo fractional operator.

We focus our attention on Caputo derivative wiefi memory length L. These
types of operators were used in [2] where the probdf one-dimensional tension
of the fractional continua under linear elasticiyith Dirichlet's boundary
conditions was analysed.

u—lr(z_a) a CO _CRa E_

L 2 ax( Dal+U Daz-U)+ E_O (3)
U(X=0)=0

U (X=1)=0.01

The Caputo derivative was approximated by modifiadezoidal rule.



Mathematical Modeling in Physics and Engineering

In this paper we apply different approach to thisobem using series
representation of fractional derivative with fixetemory length L. We compare
both approaches by calculating numerical valuesfraftional derivative for

particular functions.
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POLYNOMIAL MAPPINGS
WHICH HAVE TWO ZEROS AT INFINITY

Grzegorz Biernat

Institute of Mathematics, Czestochowa Universityeafifiology,
Czestochowa, Poland
grzegorz.biernat@im.pcz.pl

Keywords:Jacobian, zeros at infinity, Jacobian Conjecture

This work contains the theorems concerning the batge dependence of
polynomial mappings having two zeros at infinity tie case when the leading
forms of the co-ordinates of the mapping are theguoof the producKkY of the
variablesX, Y.

Let (f,h):C? — C? be the polynomial mapping having two zeros dhityf

Theorem 1 Let

f=(XY)"+ , + 6+ fop o+t £ (1)
and
h=(XY)*+ h, + hy ,+ hy o+t h )

where p=>q=>1.
If Jaq f ,h) = const= Jaé f ,q) then exist the fornm, for which

1) 1~ 1-
f=| XY+= X Y+ = o+ Al X¥="h 3
[ +an+&( +qu [ qlJ @

e

for some constant

and

J1s 1~ " 1~
- QJ E’i( Xve p] @1[ X¥- 1% 4)
sAl’ A, andB,.. I%

The proof proceeds by induction.

11



Mathematical Modeling in Physics and Engineering

Theorem 2 Let

P
f:(Xle) + f( + 1:(kJrI)pr-l-"'-l- f(k+|)(p—])+1+"'+ fl (5)

k+1)p-1

q
h= (XY Rt Bega * oo Repgagun® =+ B 6)
wherek >| (kandl are relativity prim) and p=qg=1.
If Jaq f ,h) = const= Jaéf ,q) thenexist the forms,,,_,, N,_,.-... h, for which

1 1 1+
f=| X Y'+=h,  +=h,,+..+= J
( q Neviaa a Neis a h
1+ 1~ 1~
+A | XY += += o=
Al( q h<+|—1 q hl+|—2 q h] (7)
1~ 1~ 1~
+Ap—1(x kYI t— h<+|—1 = h<+|—2 tot— hj
q q
and
q
hz(xkv' £ s L [ +_:‘qJ
1- 1+ 1.\
+Bl(x Y AN+ Rt +_q I]j (8)
1~ 1~ 1~
+Bq—1[x le +a h<+|—1 +a I?<+|—2 + +_q h]

for some constantAl"""A‘P—1 and B ..., %—l

The proof of the theorem also goes through indactio
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FRACTIONAL STURM-LIOUVILLE PROBLEM WITH
DIFFERENT TYPES OF BOUNDARY CONDITIONS —
NUMERICAL APPROACH

Tomasz Btaszczyk Mariusz Ciesielskf, Matgorzata Klimek®

Yinstitute of Mathematics, Czestochowa Universityesfifiology,
Czestochowa, Poland
?Institute of Computer and Information Sciences, @ré®wa University of Technology,
Czestochowa, Poland
3Institute of Mathematics, Czestochowa Universityesftifiology,
Czestochowa, Poland
tomasz.blaszczyk@im.pcz phariusz.ciesielski@icis.pcz. pmklimek@im.pcz.pl

Keywords:fractional calculus, Sturm-Liouville Problem, numerical solution

In the paper, we study the regular fractional Sturauville problem (FSLP) in
a bounded domain

“D; (P(¥)° D v(¥)+ o A 3=A X ¢ ) @
subject to different types of boundary conditions

- mixed boundary conditions

y(a)=0, p(x° O Y >§X:b =0 (2)
- von Neumann boundary conditions

1,-7p(x) D y(X)

=0, IZ7p(X) O o

The problem of finding an exact solution of the PSkwhere the Laplacian
consist of both the left and right fractional datives [1], is still a big challenge
for scientists. Hence, a numerical approach toisglthe studied FSLP is only way
(at present) to calculate the respective eigensgdlagproximate eigenvalues).

x=b =0 (3)

In this work we discussed a numerical schemas ltulecde the approximate
eigenvalues and eigenfunctions for the analysedPfF8i utilizing the approach
presented in papers [2, 3, 4]. First, we transfirenEuler-Lagrgange equation into
an integral equation. Afterwards we discretize dhéained equation by using the
numerical quadrature rule based on linear intetpslaThis method leads to the
numerical scheme for which the experimental ratecofivergence, in all the
considered cases (mixed and Neumann boundary emmjittends to @ It should

13
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be highlighted that the orthogonality of the appmate eigenfunctions is kept at
each step of procedures.

15 15
.. (x) e ] ., x) Z ‘\N
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Fig. 1. Eigenfunctions for the first 4 eigenvaltesorder & [1{0.6,0.8,1}

As the numerical example we consider the genetalizaof the classical
harmonic oscillator problem with = 0,w = 1 andq = 0. Eigenfunctions for the
first 4 eigenvalues are presented in Figure 1.
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CLASSIFICATION OF THE BRAVAIS LATTICE AND
CRYSTALLINE STRUCTURES

Lena Caban, Joanna Kurek

Institute of Mathematics, Czestochowa Universityeafifiology,
Czestochowa, Poland
lenacaban95@gmail.com, asiakurek19@gmail.com

Keywords:crystallography, Bravais lattice, crystallographicpoint groups

In this paper we present the basic notions aboystalr structures. At the
beginning we define the Bravais lattice, namedrafteguste Bravais, a French
physicist, crystallographer and mathematician. éorgetry and crystallography,
the Bravais lattice is an infinite array of diser@oints in three dimensional space,
the position vectors of which have the followingrfo

[—é = nlc—il + nzc—iz + 713&3 (1)

where a,,d,,d; are known as primitive (basis) vectors which aimedrly
independent and spans the lattice apdi,, n; are any integers. For any choice of

position vectoRR, the lattice looks exactly the same.

The Bravais lattice determines the nature of pe&rioddering of the repeating
structural elements of the crystal in space. Thedsments can be single atoms,
groups of atoms, ions, or polymer strings of solitter.

In two-dimensional space, there are 5 Bravaisckdti grouped into four crystal
families. In three-dimensional space, there areBtdvais lattices. These are
obtained by combining one of the seven latticeesystwith one of the centering
types. The centering types indicate the locatidiibelattice points in the unit cell.

Then we consider crystallographic point groups aaphce groups. The
crystallographic point group or the crystal classaiset of symmetry operations
with one fixed lattice point. These symmetry opiers include reflection,
inversion, rotation, improper rotation (without nisdation). The crystal structure
determines the existence of 32 crystallographiapgioups. We present them in
two notations: Hermann—Mauguin notation and ScH@enfotation. The first
notation is named after Carl Hermann, the Germgataliographer and Charles-
Victor Mauguin, the French mineralogist. This nmatis also called international
notation, because it was adopted as standard byinteenational Tables For
Crystallography. The second notation is named alftirur Moritz Schoenflies, the
German mathematician, known for his contributionghe application of group
theory to crystallography. The Schoenflies notattomainly used in spectroscopy.

15
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The space group of the crystal structure additlgnabntains translational
symmetry operations. These include pure translatiscrew axes and glide planes.
There are 230 possible space groups.

Finally, we will provide some important examplescofstalline structures along
with chemical elements crystallizing in these dtes.
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APPLICATION OF THE KRONECKER TENSOR PRODUCT FOR
MODELLING THE DEPHT OF NITROGEN DIFFUSION PROCESS

Anita Ciekot

Institute of Mathematics, Czestochowa Universityeafifiology,
Czestochowa, Poland
anita.ciekot@im.pcz.pl

Keywords:polynomial interpolation, Kronecker tensor product, depth of nitrogen
diffusion

In this paper a new formula of tensor interpolatioy polynomial of two
variables is applied to modelling the depth of agen diffusion process of
austenitic steel type 316L. The coefficients ofeipblating polynomial were
formulated by using the Kronecker tensor produatadters should include the
name of the conference.

The process of plasma nitriding was describe byinkerpolating polynomial of
two variables: temperature and time. The measuremeamre performed in
hydrogen-nitrogen plasma for the following parameteemperaturd = 325 — 400
C and time of the process 2 — 4 h. The specimens were located directlyhen
cathode. During the experimental plasma nitrogercgss the following values of
diffusion depth were obtained:

[(w.) ;] =[ 0.56; 0.98; 1.01; 0.88; 1.38; 1.80; 1.44;6..2.15; 1.61; 2.26; 2.5

In this case the interpolating polynomial is expegsby the following formula:

W, (T, )= Z (¢), Tt
ke

with coefficients

where

17
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=(T-THT-T)(T-T)  m=(Te (T 1)
=(T-TNTL-T)(T-T) m=(T (T 1)
M =(T-T)(TL-T)(T-T) 1= (T (T )
m,=(T,-T)(TL-T)(T- T

T, (Tl,.,'I:j T4) and 1, (tl,.,fj ,.,ts) are the fundamental symmetric polynomials

of rank4 and3 of the variabled,, .,'fj T, andt,, P respectively. The symbol

T, means omitting the variabl&; .

Here, [T'] describes temperature of the nitriding procesad [8] times of
exposition of a specimen in given temperature.

The computations have been performed by using theld/software.
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FIBER BUNDLE MODEL WITH FRECHET DISTRIBUTED
BREAKING THRESHOLDS

Tomasz Derda

Institute of Mathematics, Czestochowa Universityemfihology
Czestochowa, Poland
tomasz.derda@im.pcz.pl

Keywords:fracture, fiber bundle model, load transfer, extreme value distribution

Fiber Bundle Model (FBM), with statistically didbtted strength-thresholds of
the individual fibers, is one of the most commomdietical approaches used to
investigate the fracture and breakdown of disomienaterials [1-2].

We consider a two-dimensional bundle of fibers ¢ty of a N = Lx L
fibers organized on a square lattice and clampebfott ends. The bundle is
subjected to a quasi-statically increased Idadparallel to the fibers’ direction.

The fibers break if the load applied on them exsebeir strength-thresholdfh,

i=1,...N. The load carried by the destroyed fibers is fiemsd among the
surviving fibers according to a given load trangfgle. We explore two classical
load transfer rules, namely global load sharing $and local load sharing (LLS).
The strengths of the fibers are independent amtitidly distributed quenched
random variables. Most of the studies deal wittfarm or Weibull distribution of
strength-thresholds. The Weibull distribution is tgpe Il extreme value
distribution and relates to minima. In this studye employ the Fréchet
distribution, also known as type Il extreme valustribution. This distribution,
bounded from below and characterised by heavy upgikrcan be seen as the
inverse Weibull distribution. Cumulative distribomi function of strength-

thresholds is given by:
P(0,) = exp{—(”—;j } 1)

wherem and )y are shape and scale parameter, respectively.

We performed numerical simulations of the loadimgcess for bundles with a
number of fibers ranging fronN =8x 8 to N =320x 32(. Analysis is restricted
to the cases with finite mean and finite varian€etoength-thresholdsni> 2).
The scale parameter is assumed to be 1. Applicafiquasi-static loading allows

one to obtain minimal loadF, that is needed for destruction of the bundle.i€it
loads are scaled by the appropriate bundle sizes F,/ N .
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We have found that for the GLS rule the mean aiitioad(ac> asymptotically
tends to

() 0 I - (=In&(m)) ™ (1~ £(m) @)
and & (m) represents the function

&(m) = (o, (- m* exgl- m)))* ©)
whereW, (— m* exp(— rﬁl)) is a LambertV function.

For finite N the following formula is proposed (see Fig. 1)

05619

(o) =(-Iné&(m)™ (- f(m))(1+ 0.92114exp(m-1) N J @

In this work, we have also investigated valueshefean critical loads for the
LLS rule and distribution of critical loads.

0.82—l
OS—‘-
’ ’-...IIIIIIIIIIIIIEI-I-I-I—-—I—-I
1
0T8N, o m=3
076-’%‘"'““‘""""-'--'--'
’ * =
<JC>O 74 e
’ Hhotschlollokfapiekietcek ok ok mkfer b= —de =k ¥ mM=5
0.72|-§
° = m=6
0.7Fe
%0000000000000000 0 0 0 0 -® - 0~ &
0.68 | 1 1 1 1 1 1

0 50 100 150/ 200 250 300

Fig.1. The mean critical load versus linear sysséra for different values of shape
parameter. The dashed lines represent fitting hy (4
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MIXED MATRIX PROBLEMS
AND THEIR APPLICATIONS

Nadiya Gubareni
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In this talk we present review and some new resuitsolving mixed matrix
problems over rings, fields and skew fields. Theften arise and have a lot of
applications in various branches of mathematicé susclinear algebra and theory
of representations of rings and algebras.

21



Mathematical Modeling in Physics and Engineering

ON ONE CLASS OF NONLOCAL PARABOLIC CONJUGATION
PROBLEMS IN THE THEORY OF DIFFUSION PROCESSES WITH
MEMBRANES

Bohdan Kopytkd, Roman Shevchuk

Yinstitute of Mathematics, Czestochowa Universityesfifology,
Czestochowa, Poland
2\/asyl Stefanyk Precarpathian National University,
lvano-Frankivsk, Ukraine
hohdan.kopytko@im.pcz.pt,v.shevchuk@gmail.com

Keywords:diffusion, parabolic potential, conjugation problem

Consider two intervals on a number lifR: D, ={xOR: r,(s)<x< (s} =
(h().1(8) and D, ={xOR: r(s)<x< n(s} = (5(9. K(9), Where r,(s),
sd[0,T] (T >0 is fixed), m=0,1,2 are the given functions. Assume that
r(s)<r,(s)<r,(s), sJ[0, T] and the functionsr,(s), m=0,1,2 belong to the

1+a

Holder classH 2 ([0,T]), O<a <1. Let
b1 d? d
LW :==p —+ —
s T3 .(S«X)dx2 a(stX
be the generating differential operator of someoinbgeneous diffusion process
given on D, i =1,2. Assume that the coefficients (s ¥ and b (s, X of the

operator L are defined in the domairs (x,00) [0,xR and have the following

properties:
1) there exist constantd and B such thatO<bs<h(s X< E for all

(s,X0[0, TIXR;
2) function & (s, ¥ is bounded oifi0, T]x R;
3) forall s,50[0, T], x xOR the next inequalities hold:

la(s0-al(s 0K @ s s+ x )
(5%~ b(s. 0K s S+ % o),

wherecanda are positive constantf,<a <1.
These properties ensures the existence of the fiogikal solution of the parabolic

9 .
operator— + L,
P ds °

Consider the problem of existence of the two-patamé&eller semigroup

T,, 0<s< t< T, associated with a Markov process [y(s), ,(s)] such that its

st?
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parts inD,, and D, coincide with the diffusion processes given thayel” and

L® respectively and its continuations after the diffm particle reaches the

boundaries of these domains are determined by treesponding boundary
conditions and the conjugation condition of Felldentzell [1, 2] additionally
given at pointsr,(s), i =1,2, and x=r,(s). These conditions can be written in the

form:
RO P,

ox
ae D=0 _ (4 ITA(L(9+0),

[ (To0(9) - TH(WK(s dy=0, 0 & £ T £1,2

Dls o DZS

where
a) qOUC(0,T]), q(9=20, q(9+ g( 30, §[0, T, 412
b) u(s, [} is the nonnegative measure @y, [ D, such that for anyd>0
the integrals

[ly=-r©@ s d), | pu(sdy, FLz

D% Djs\D%
(Df’S ={yD Di: lY-1(s) |<6}) are continuous of0,T] as functions of

variable s.

The problem formulated in the described way is alatled the problem of
pasting together two diffusion processes on adinthe problem of construction of
the diffusion process in medium with membranes V2. use the analytic method
to solve this problem. With such an approach thestian on existence of the
required semigroup in fact is being reduced to thgestigation of the
corresponding nonlocal initial-boundary value pewbl of Wentzell for a linear
parabolic equation of the second order with disomoius coefficients. The
classical solvability of this problem is establidhéy the boundary integral
equations method with the use of the ordinary séat@yer potential.
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Convolutional neural networks (CNN) have considtenshown more
robustness to noise and background contaminateam tfaditional neural networks
(NN). For speech recognition, CNN apply their cduotion filters across
frequency, which helps to remove cross-spectrabdiens and, to some extent,
speaker-level variability stemming from vocal treaigth differences. Convolution
across time has not been considered with much siadma within the speech
technology community. This work presents a new epghn to speech recognition,
based on the specific coding of time charactegsditd frequency characteristics of
speech. Our idea assumes creating patterns fodsauthe form of RGB images.

Convolutional Neural Networks

Convolutional neural network (CNN) is a feed-fordiartificial neural network
in which the organization of neurons is similarth@ animal visual cortex [1]. In
order to recognize the shape of an object, thel lac@angement of pixels is
important. CNN starts with recognition of smallecél patterns on the image and
concatenate them into more complex shapes. CNN praged to be efficient
especially in object recognition on an image. CNiNght be an effective solution
to the speech recognition problem.

CNN explicitly assumes the input is an image anfleces it onto its
architecture. Therefore, in my method it is necessa encode sounds using
images. CNN usually contains Convolutional layegolihg layer and Fully-
connected layer. Convolutional layers and Poolaygts are stacked on each other,
fully-connected layers at the top of the networkpots the class probabilities.

Convolutional Layer

Convolutional layer consists of neurons connected small region of pixels
(also called the receptive field) of previous layEte neurons in same feature map
share the same weights [2]. Convolutional layer)(€Cantains a set of learnable
filters. One filter activates when a specific shapdlob of colour occurs within a
local area [2]. Each CL has multiple filteFs Filter fi € F is a set of learnable
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weights corresponding to the neurons in previoyerlaFilter is small spatially
(along width and height) and extends along thedefithc of the previous layer.
Filter's size is denoted by,( f,). Therefore one filter adds, x ry, x ¢ parameters,
other weights are not considered. CL has a dépitif it recognizesD various
features in the image usimyvarious learnable filterf, ...,fs. Thus, CL contains,
X h X ¢ X d learnable weights. Every neuron in CL uses weighexactly one CL's
filter, many neurons use the same weights.

The neurons in CL are segmented into feature mgphe filter they are using.
Neurons belonging to feature map share the same weight matrix of filferCL
formsD feature maps. Usual filter sizes are 3x3, 5x&es frequently 7x7.

Deep Autoencoder

Autoencoder is a feed-forward neural network whexpected output is equal to
the input of the network — its goal is to reconstrits own inputs. Therefore,
autoencoders are belonging to the group of unsigeehlearning models [2].

Usually autoencoder consists of an input lalggrone or many hidden layers
I1,...dk-1 and output layel.

The encoder can be used for compression. Unlike Principal Comemt
Analysis (PCA) analysis restricted to linear mapgpitheencoderrepresents non-
linear richer underlying structures of the data [3je activations of thi layer can
be further used for classification. Fully-connediagkers are appended with the size
of the last corresponding to the number of labelsual learning algorithms are
used.

Time Frequency Convolution

Traditional CNNs for speech recognition usually lgpphe convolution
operation across frequency, providing the netwoitk Wnmunity to small spectral
shifts, such as those introduced by speaker-spegiital tract length differences.
In cases such as reverberation, where delayedowersif reflection introduce
temporal artifacts, convolution across time canubeful. Figure 1 shows block
diagram of a network using two separate convolukiyers, one operating across
time, and the other operating across frequency.

To encode the sounds using the RGB image, the M&&&icients [4,5,6] for
the R component were applied, the time charadierisas used for the G
component, and the signal source was used for tloerBponent. Of course, in
order to create a color image, it was necessasgdte the RGB components to one
size. It was assumed that individual sounds wilcbded using images with a size
of 120 x 120 pixels. The time characteristics foe twvord "seven" are shown in
Figure 2. Examples of characteristics for the wwelen" are shown in Figures 3,
4 and 5.
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{ Time convolution

Senone labels

[ Max-pooling] [ Max-pooling]

i Frequency convolution ;

Fig. 1. Block diagram showing time-frequency connimn neural nets [7]
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Fig. 2. The time characteristics for the word "séve

Fig. 3. Map of MFCC coefficients for the word "seven"

Fig. 4. The time 2D characteristics for the woreven"
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Fig. 5. Signal spectrum for the word "seven"

For such defined RGB components, it was possibleréate an RGB image,
which is a visual pattern for sound. It was assutied each syllable should be
coded separately. Of course, it is possible to éeammbined phonemes that do
not always form a syllable, but are, for examplembined with silence. In the
example recording for the word "seven", the aldgonitgenerated the division "se" -
"ven". An example of the coded syllable "se" andr'Vis shown in Figure 6.

Fig. 6. An example of the coded syllable "se" Jlaftd "ven" (right)

Neural Network Structure

The proposed convolutional neural network consigted5 layers. The first
convolutional layer contained 64 filters with dinsgans of 9 x 9. Three
convolutional layers are responsible for codingpinfation, transferred into two
fully connected layers. The network diagram is shawfig. 7.
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Fig. 7. Assumed network structure

Research

The studies included two important issues. The &iemcerned the correctness
of the work of the algorithm, realizing the divisi@f speech into syllables. A
method was applied that takes into account signailgy and signal frequency for
the stationary fragment under consideration. Thésidin into individual syllables
was made for the experimentally selected threshaldies. For each isolated
syllable (which could also include silence), theage was created as a graphic
pattern. Each syllable pattern has been saved dmage in a directory name
corresponding to the designated syllable. The @xmert was carried out for
insulated words and continuous speech. A differamhber of words have been
adopted for continuous speech. Table 1 shows tkaltseof an experiment
concerning the division into syllables.

Table 1. Results of the division of words into dylés

Number of . Number of Correct division
. Type of experiment | words (1) and
experiment [%]
sentences (2-4)
1 separate words 70 98
continuous speech
2 (from 3 to 7 words) 40 89
continuous speech
3 (from 6 to 12 words) 40 82
continuous speech
4 (from 10 to 20 words) 40 69
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The second type of research concerned the evaiuafiche effectiveness of
speech recognition for isolated words and for ecardus speech. The recorded data
was divided into training data and test data, iate of 70 to 30. The learning time
of the neural network and the number of epochsireddor correct learning were
also examined. The results of the main experimenshown in Table 2.

Table 2. Speech recognition results

Number of Tvpe of experiment Learning time Number of epochg Word error rate
experiment P P [s] [%0] [%6]
1 separate words 1920 125 4.2
continuous speech
2 (from 3 to 7 words) 2658 317 6.7
continuous speech
3 (from 6 to 12 words) 8280 428 9.3
continuous speech
4 (from 10 to 20 words) 10065 641 118

Conclusion and feature works

Research has shown that effective speech recogrigigossible for isolated
words. Appropriate speech coding by means of imafes/s use in convolutional
neural networks. The proposed method of speechngodé an interesting
alternative to the classic approach. It has begicetthat when speaking slowly,
the division into syllables is quite easy. Furtlhmark will focus on increasing the
efficiency of word recognition through a more a@tardivision into syllables. It
should also be further developed algorithm MFCChasntroduced the biggest
mistakes in the visual coding of speech.
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Mathematical modeling of the heat transfer in a posite sphere under
mathematical and physical boundary conditions usireg fractional differential
calculus was the subject of the paper [1]. The psepof this consideration is to
investigate the effect of time-fractional orderGdputo derivatives occurring in the
heat conduction equation on the temperature digiob in a composite consisting
of inner solid cylinder and a cylindrical layer. &time-fractional heat transfer is
governed by the following heat conduction equafizin

1i(rﬂj:_lal-l'- |:1,2 (1)

rorl o ) a ot%’

where g is the thermal diffusivity andr, denotes the fractional order of the left-
sided Caputo derivative with respect to titne

We assume the finite temperature at the symmeftsyaixhe solid cylinder, the
continuity conditions at the interface, the Roboubdary condition on the outer
surface and the initial condition in the followifagrm

T(0,) <0 )
T (r,t) =T,(r,t) (3)

aT, _, 0T,
/]1?("11'[)_/]2 or (rl’t) (4)
1 22(b:)=a.(T.(9-T(b1) ©)
T(r,0)=F(r) (6)
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where A is the thermal conductivityl is the ambient temperature aagl is the
outer heat transfer coefficient.

To obtain the time-fractional equation with a camstcoefficients, we introduce
new functionsU, (r,t) given in the form

U(r)=T (1) T (1), =12 )

An analytical solution of the time-fractional heainduction problem for the
functions U, (r,t) under homogeneous conditions was determined lygusie
method of variables separation. We find the sofutio the problem for the
functionsU, (r,t) in the form of a series

U, () =3 A (1)@, (1), 1212 @)

k=1
The functions®, (r) for k=1,2,... are obtained as a solution of a corresponding

eigenvalue problem and the functiof, (t) is a solution of the appropriate

fractional initial problem.
The effect of the order of the time-fractional idative on the temperature
distribution in the cylinder was investigated nuitaity.
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LetI = [a, b] be an interval of the real lifR (a,b € R, a < b) and letR! denote
the set of all functiong: I — R. For a given functioi: I X R - R, the mapping
H:R! - R! defined by

H(@)(x) = h(x,p(x)), ¢ €ER', x€l,
is called a composition (Nemytskij or superpositioperator of a generatar

In 1982 J. Matkowski proved that iH maps a Banach space
(Lip[0,1], Il ip[o,17) Of Lipschitzian functions ¢ € RI®with the classical
Lip[0,1]-norm into itself and is globally Lipschitzian, .i.af for some constant
c =0,

|H(p1) — H((pz)”Lip[O,l] <cllo; — (P2||Lip[0,1]; ®1,92 € Lip[0,1],

then

h(x,y) =x (x)y + B(x), x€[0,1], y ER,

for some functionsy, B € Lip[0,1], i.e., his an affine function with respect to the
second variable. Analogous results for represemsbf the generators of globally
Lipschitzian operators have been proved for sorherdunction spaces. Later, it
was observed that these results remain true itipgchitz norm-continuity of H is
replaced by its uniform continuity.

In 2011, J. Matkowski proved, under very gahessumptions, that for the
function spaces including the Holder spaces as exialp case, the uniform
continuity of the operatoH can be replaced by a much weaker condition of the
uniform boundedness (which is weaker than norm-tedness).

The purpose of this paper is to show thall imaps the spac#/*[a, b] of n-
times differentiable functions with thederivative satisfying a generalized Hdlder
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condition intol/[a, b], wheren =r,and H is uniformly bounded, then the
Matkowski representation holds.

Definition. LetX andY be two metric spaces. We say that a mapping— Y
is uniformly boundedif, for anyt > 0, there exists a real numbg¢t) such that
for any nonempty s&® c X, we have

diamB <t = diamF (B) < f(t).

The main result of this paper reads as follows:

Theorem. Let a,b e R,n,r €N, a<b, n>r,be fixed and let a function
h:[a,b] X R > R be such that for any € [a, b] the functionh(x,’): R - R isr-
times differentiable and itsth derivatives satisfy the Lipschitz condition BnIf
the composition operatar of the generatoh maps the spac#/’[a, b]into
W/ [a,b], n =1, and is uniformly bounded, then there exist W, [a,b] and
B € W) [a, b] such that

h(x,y) =x (x)y + B(x), x € [a,b], y € R

and

H(p)(x) =x ()p(x) + B(x), @ € Wyla,b], (& € [a,b]).
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The demand and supply analysis on the universiglgates labor market has
been subjected to some tendencies for some timarrs out that, currently, the
graduates of technical faculties and exact scierfoes the job the fastest.
However, the condition is to have appropriate sofhpetences, such as creativity,
self-management in time, communicative skills a¢ #bility to work in a team.
The employers reported a deficit for employees wétthnical and exact education
without indicating the field of study. It playedlesser role, because the attention
was paid to competences in the form of knowledgspefctialist software and the
above-mentioned soft skills [1].

A certain challenge for the university is the ndedmatch the skills and
competences of students studying to the needsedabor market. It turns out that
adaptation of the educational offer through thettom of new fields of study is not
a good trend, due to the rapid changes on the laloket. A good solution would
be the introduction of specific content, to the sékrig fields of study and
specializations, shaping the competencies thatwalbadapting the acquired
knowledge to the conditions of the work undertakd@ime weakness of the
education and training market requires a betteptatian of the demand and
supply of skills and competences of both, graduatetertaking work and training
of people already employed, in order to raise tkeowledge and skills.

In Poland, there is an increase in supply for higlalifications. Graduates of

higher education schools supply the labor markigénoundertaking a job that is

not necessarily consistent with the obtained edmcatThe number of people

employed in the services and trade sphere is gmwiEmployers increase the

demand for skills at the highest level, taking iatzount the technological changes
and economic trends taking place on the market [2].

Therefore, it is necessary to recognize tlad siuation of university graduates
in the labor market. The graduate's transition estiagthe labor market has been
controlled by universities since 2011. The obligatio monitor the professional
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life of graduates by universities was introducedthg Ministry of Science and
Higher Education in order to adapt fields of stwdyhe needs of the labor market
[3].

At the Czestochowa University of Technology agp from the survey
conducted among graduates, have been developedufheys were anonymous,
carried out three times - after the end of eduaatiben after three and five years
from the date of graduation. Based on surveys atteduin 2012, 2013, 2014 and
2015, it was found that almost half of the gradsiatedertake work incompatible
with their education, about 60% of respondents #&dnohithat they had a job at the
time of graduation. It was important to assesslével of own competences in
relation to the competencies required by the engslojhe level of competence in
analytical and logical thinking was 15% at the leglevel, 65% at the appropriate
level; the ability to work effectively in a groupl8% at a higher level, 61% of
indications at the appropriate level; ability t@anize work independently - 19%
higher competences, 59% appropriate ones [4].

The employers' forecasts regarding the employmémraduates by educational
areas and voivodships by 2020 for the silesian odeghip are presented as
follows:

- employment growth in the field of exact scienaed40% ( 34% on average in the
country)

- 77% in technical science (71% on average in thagy).

For comparison, on average in the country in tlea af humanities it is planned to
increase employment by 4%, 28% in the area of beciances, 16% medical and
health sciences, 5% natural sciences and 1% ificildeof art [1].

On the basis of the mentioned studies, it aiedncluded that graduation from
higher education still increases the chances ofl@mpent. However, due to the
excess supply of graduates over the demand orabwe market, graduates must
demonstrate greater competitiveness over the peuwjlle lower education.
Employers can offer worse working conditions angt pad positions that do not
require higher education [3].

Universities, for their part, strive for the highgsiality of education in order
provide to graduates a range of competences geaiagtsuccess on the labor
market.
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Investment quality indicator is defined in papelk [ts properties are presented
in paper [2]. It was applied for the research efstment in capital enterprises on
annual or multiannual scale. Based on some prasenif this indicator the
potential client, by comparison of indicators franany enterprises, had a chance
to make a choice of the enterprise which suits thimmbest. This article has the
main aim to present the basic methods of multidsieral comparison analysis for
research about efficiency of managing and manageewerprises from certain
branch. Quality indicator analysis also allows ¢boosing adequate management
and planning strategy of chosen enterprise devedopnBasic and undefined
concepts of comparison analysis are concepts @coljariable. In this case the
enterprise is the object and investment qualityciatthrs are variables. Let suppose
that we investigate the enterprise, which is beginning investments rioyears.
The annual investment quality indicator for entesgor (r = 1, ...,m) in yeark is
specified as

_ltay K= 1.0 (1)

rk — P
1+i,

where
a, — rate of profit for enterprisein yeark
i — inflation in yeak.
Now the variable values (investment quality indica} we can sign up in the
form of so called observation mattix

ly lp o g

N L PP PO @

ml m2
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In case when analysis of enterprises from diffet@r@nches is made, it is
necessary to perform the appropriate regulatiomhsfervation matrix. There is
many manners for this regulation. The most comman iw standardization. It rest
on replacemernity variable by variable

Z, =% 3)
where
Te=—2 3 (1+ay) @
m(1+ lk ) r=1

8= 2l =T ©

where % is a standard deviation of variable k.

But the easiest method for regulation of observati@trix is replacement
variable by variable

Irk _mrlnlrk

Z, =
rk tk

(6)
where

t, =maxl , - n:inl rk (7)
r

This dimension in comparison analysis is callegelision or interval variable
k. The standard deviation the same as interval Markamight be, in some cases,
the illustration of profitability in compared enpeises. For example high
differentiationt, also means high differentiation of enterprisesfifroHowever,
these parameters do not give the criteria for dngognterprises in view of
probability.

This paper presents the comparison analysis ofides (objects) from the
same branch. So the regulation of observationixiatnot necessary.

One of basic concepts, allowing for object comparis respect of investigated
phenomenon, is their ‘resemblance’, which measaréistance between them.
Most commonly used formulas for distance betwegaabtband objecj are

a) Euclidean distance

dij = Zn:(lik —ly )2 = i(mj (8)

k=1 e 1+
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b) New York distance
n SEE
diJ=Z||ik_|jk |=Z K 9)

By calculating distances for all pairs of objecis r@ceive the distance matrix

Dll D12

D

D,, D, .. D,
D
D

D

m2

D

ml

From termd; immediately resultsl; = 0 andD = D'. Distance between objects
is the measure of their differentiation, so if thestance between objects —
enterprises is smaller than their profits are nsimglar.

Other basic problem, which is solving by methodscomparison analysis, is
linear object organization. It rest on designatibe bijectionf, which for each
object from certain objects seA(A=m) assigns natural number from set

{1,2,...m} so asf(O) > f(O;). Than it means that obje@, is characterized by
higher level of phenomenon than obj&t One of methods of linear organization
is the method of pattern development (standardctbji consists of three stages.
In first stage, it is necessary to determine stechdbjectQ,.

O, =[ 1w Vyreenr! ] (11)
where
lyi=max(yly,..by ) 1= 12,0, (12)
Assuming that each variablg is stimulant, in the case whépis destimulant,
than in above formulas should be adopted minimuesides, in general case, it is

necessary to consider the standardized observatairix. In second stage, there
are determining distances between each objecttandard object by formula

d; = /Zn:(le -1,)%,  i=12,.m (13)
i=1

And then (in the third stage) for each object treredetermining so called
development measures

m =1—%, i=12,.m (14)
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where

dy =, [ 2 (I = 15)? (15)
1
however
Iy =min(lyl 0w ) 1= 12,0, (16)

If I is destimulant then in above formulas it is neapsto adopt the
maximum instead minimum. The objects are organimedevelopment measures.
It is easy to notice that if the value of developinmeasure is higher, the level of
phenomenon is higher too.

The above methods might be also used for profisipasison inm
enterprises in monthly cycles during one year pkridhe investment quality
indicator, which in this case might be regarding pasfitability indicator for
enterpriser (r = 1,2,...m) in monthk, would have identical form as annual
investment quality indicator, i.e.

P S T (17)
1+i,

where:

ay — rate of profit for enterprigein monthk of given year
i — inflation in monthk of given year.
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Thermal processes occurring in the solid bodiesaa rule, described by the well
known Fourier equation (or the system of theseatigns) supplemented by the
appropriate boundary and initial conditions. Suchmathematical model is
sufficiently exact to describe the heat transfexcpsses in the macro scale for the
typical materials. It turned out, that the energyaion based on the Fourier law
has the limitations and it should not be used i ¢hse of the microscale heat
transfer and also in the case of materials withpeci&l inner structure (e.g.
biological tissue). The better approximation of thal thermal processes assure the
modifications of the energy equation, in particulae models in which the so-
called lag times are introduced. The article presiis devoted to the numerical
aspects of solving this type of equations (in tbepe of the microscale heat
transfer). The results published by the otheranstican be found in the references
posted in the works cited below.
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Abstract. Linear logic has become one of the perspective&bgystems available
for computer science. It enables to express caysalynamics of processes,
internal and external non-determinism. Each ofdimfermula can be considered as
an action or as a resource. We show on a simplegeahow Petri nets can be
transform to linear formulas.

Keywords: linear logic, Petri nets, mutual exclusion
1. Introduction

The logical systems play an important role in depeient of modern software
systems. In present, the mostly used logics arpgsitional and predicate logic,
but in the recent years also some kinds of modgicto have found their
applications in software engineering. In this papes concern on the one of the
non-classical logics, the linear logic, that sedmse useful for applications in
computer science.

Linear logic was introduced by J. Y. Girard in 198}. The first aim of the author

was to extend the classical propositional and peadilogic with new logical
connectives and to introduce dynamics into logiariby the last years, the linear
logic has become a new perspective logical systendan work with actions and
resources [5]. Because it considers as the resotiroe and space (memory), its
usefulness grows especially in computer science. drfother advantage of linear
logic is its possible fragmentation according ttved problem and its intuitionistic
version that is a subject of Curry-Howard corresfmrce [15]. Linear logic can be
extended also by special operators from some ofairlodics, e.g. standard modal
logic, epistemic logic, what increases its exprasgiower [7,11].

The aim of this paper is to advertise several @siing features of linear logic and
its possible applications in computing science. Bionplicity, we consider only
propositional linear logic in this paper. The setosection contains a short
introduction to linear logic with special emphasis its logical connectives, its
modal operators and on its static and dynamic eatlr the third section we
discuss our view of the fragments of linear logmatt can serve for different
purposes in various areas of computer science fdurth section contains a short
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description of possible application of linear logit specifying a real program
system.

2. Basic Concepts of Linear Logic

In this section we introduce the basic notiohbnear logic. Linear formulas are
denoted by capital letters B, C, ... Each formula expresses an action or a resource
[6]. From the elementary formulas we can constmore complex ones using
logical connectives. We shortly characterize therhe following text.

The most interesting logical connective of lineagit is linear implication. A
formula
A—oB

introduces dynamics into linear logic. If we comsid, B as actions, or processes,
then this implication expresses sequentiality @sthactions, a proceBsfollows
after a procesd ends. We can say that an actins a cause of an actidh In
case, where4, B are resources, it means that a resowtcss consumed after
implication. This property of linear implication &ples to describe sequential
processes and/or consumption of resources, thatanagorocess/resourdeis no
more valid after linear implication.
Linear logic has two conjunctions, multiplicativaey @, and additive onek.

The multiplicative conjunction

AQ®B
expresses that the both actioAsB are executed simultaneously. That means,
linear logic enables to express parallelism of psses. In casé B are resources,
it expresses that both resources are availablene. orherefore the number of
assumptions is significant in linear logic. Addé@igonjunction

A&B
expresses that one of the actions can be exeamgdve can predict from an
environment which one. In case of resources, wee leme of them and we can
deduce which one. Therefore we can say that bytigedconjuction we can
describe external non-determinism.

Similarly, linear logic has two disjunctions, mplicative one,» and additive

one,@. The formula

A @B
means: i is not executed theh is executed and vice versa. It works similarly as
the instruction xor. The formula

ADB
expresses that only one of these formwaB can be executed but we do not
predict which one. Therefore we can say that adsditlisjunction enables to
specify internal non-determinism.

Linear negation is an unary logical connective aridrmula
AJ_

45



Mathematical Modeling in Physics and Engineering

expresses that an action is done or a resourcensumed. Linear negation is
involutive, i.e.Att = A.

Instead of traditional logical systems, where are truth values, true and false,
linear logic has four neutral elements, for eadidal operation of conjuction and
disjunction.

Linear logic has two modal operators that indicatexhaustive resources, or
repeated execution of actions. A formula denotes that a resource is available
infinitely, or that an action is iteratively exeedt The second modal operator
expresses a potential unexhaustibility of a resouncinfinitely executed action.
For instance, a classical implicatiod=> B can be transformed to linear
implication! A—o B . The second modal operator?jst expresses a potentionally
unexhaustive resource. These modal operators afte du

The semantics of linear logic was defined by Girandterms of phase spaces.
The new approaches use as models SMCC categori&3,[4] or *-categories [3].
The main principle in defining semantics of lindagic is that a formula can be
represented as a type. The deduction calculugpedtilogic is defined as a sequent
calculus. A sequent has a form

['HA,

whereT is a set of linear formulas called assumptions And a set of linear
formulas that can be infered from the assumptidiie main principle is that a
number of assumption is significant, therefore #mwn deduction rules of
weakening and contractions cannot be used. Theangeajuent calculus is in [9].

3. Possibilities of Linear Logic and their Fragmens

Linear logic can be used as a tool for specifyirggious kinds of program systems.
Frequently, we need to use only a part of thisddogjical apparatus. In such cases
we can consider some fragments of linear logic [8].

When we consider only multiplicative conjunctiondadisjunctions, we say, that

we use multiplicative fragment of linear logic. $Hragment is sometimes called
intensional fragment, because the semantics ofottmeulas is defined as sense or
non-sense.

When we consider additive conjunctions and disjonst we use additive
fragment of linear logic, or in other words, extenal fragment, where formulas
have a meaning true or false.

The fragment using only multiplicative connectives multiplicative fragment
and it corresponds with product types in linearetypeory. The fragment, which
consider only additive ones is an additive fragmemd it corresponds with sum
(coproduct) types in linear type theory.

The logical connectives of linear implication aintelr negation are neutral, i.e.
we can use them in any fragment of linear logic tio@ed above.
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For handling resources, we need another propestigsgyical connectives in linear
logic called polarity [10]. We say that the fragrhehlinear logic is positive, if the
formulas are constructed only by using the follayviconnectives with positive
polarity: ®, @, !. The fragment of linear logic is negative, if thermulas are
constructed only by using connectives with negapiekarity: &, &, ?. The polarity
can be turned over by negatign*. That means, if a formula is positive, its
negation is negative and vice versa. Linear imfticaas the whole is neutral, but
after it, the polarity of implication premise isartged.

The last possible fragment of linear logic is itituiistic linear logic [2], that
uses all linear connectives excluding multiplicatidisjunction »~. The main
difference is in deduction calculus, where the setgican have only one formula
on the right-hand side of a sequents. Certainky,intuitionistic fragment does not
use absurdum proof. But the advantage of intuisimifragment of linear logic is
that it corresponds with typed—calculus with linear terms.

4. Description and Modelling of Systems using Lined_ogic

Linear logic is a useful logical system for desitripand verifying real program
systems. In this section we demonstrate its pdiibi and advantages for
modelling synchronization problem [12].

The known formal tool for modeling the synchroniaatproblem of concurrent
systems are Petri nets (PN). A PN can be illugiratea graph that has two types of
nodes: places and transitions. The places represssible states of a system and
the transitions represent changes of states, vent® The places can contain
special marks called token&.transition is enabled, i.e. it can be fired,hiéte is a
required number of tokens in places on input ard¢hen a transition is fired, it
produces tokens in all places on the output arene@lly, execution of a PN is
nondeterministic: when more than one transitioensabled, any of them can be
fired. Any distribution of tokens over places reggets a configuration of a given
PN called marking. For any plapeof a PN, its marking is a functiom: P - N,
returning a number of tokens nN, denotes the set of natural numbers with zero.
A marking of a PN is defined as a tuple

m = (m(y),...,m([y))

of markings of all places in a PN. When a transitids fired, a token from each
input place is deleted and to each output plaegd®d a token.

A behaviorof a PN can be observed as a sequence of markéagsed during
execution of a PN. We define the transformatiohsame significant patterns of

47



Mathematical Modeling in Physics and Engineering

PNs, to corresponding sequents of linear formutaplacep of a PN containing
one token, i.e. with the markingn(p) = 1, we denote by the elementary
propositionp of linear logic. Marking expresses that a plagceontains one token
and a placep, contains two tokens, can be denoted using mudéplie
conjunction:

p1 Q@ P2 ® pa.

For describing a transition of PN by a linear fofmpuve use linear implication
—o, where the premise is a marking making a transitito be enabled and the
conclusion is a marking after firing of Linear implication expresses change of
states caused by firing a transition together i consumed resources (tokens)
on the left-hand side and the produced resouro&sr{s) on the right-hand side of
implication [4]. For instance, if is a transition that can be fired when the plages
andp, both have one token and after firinghe placep; obtains a token, then this
transition can be denoted by the following lineaplication:

t=p ®p,—op3.

A behavior of a PN we describe by the sequentmeét logic in the form:
m,l +m’,
where

* m s a marking before firing a transition,
« [ is a list of enabled transitions expressed byalinanplications
defined above, and
« m'is a marking after firing a transition.
Such sequents express that from a markindpy firing a transition froml the

markingm’ is produced.

Now we consider the PN in Fig. 1. It models thelskabwn problem of mutual
exclusion (mutex). The principle of mutex is thatyoone of the processes can be
executed in one moment. Let the initial markingnbg= (1,0,1,0,1). After the
transformation of this PN to linear segeunt, we dascribe the behavior of mutex
as follows:

P1. 03,05, (03 ® Ps)—0ps) B ((p1 ® p3)—0p2) Hps ® p1)&(P2 @ ps),
where on the left-hand side we use internal nomowtésm, i.e. additive

disjunction@ between transitions, andt;. On the right-hand side of this sequent
we use additive conjunctioR between tokens because they depend on which of
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the transitiong, andt; was actually fired. Provability of this sequenteres that
we have a solution of mutual exclusion.

Fig. 1 Petri net for mutual exclusion

5. Conclusion

In this paper, we have tried to present a shortwie® to one perspective logical
system, linear logic. It enables to express dynangausality, non-determinism,
and parallelism. It can work with resources astame and space. Therefore this
system is useful in computer science for descriliegl program systems in
provable manner.
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Many theoretical and experimental studies of transphenomena testify that
in solids with complex internal structure the cleasFourier law and Fick law are
no longer accurate enough. This leads to formulatib nonclassical theories in
which the standard heat conduction and diffusiomaéiqns are replaced by more
general equations. Each generalization of the keatluction equation or the
diffusion equation leads to the corresponding gaimation of the theory of
thermal or diffusive stresses. The theories ofrtiz¢rand diffusive stresses based
on fractional heat conduction and diffusion equagifil] are discussed.
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A typical sandwich panel has a three-layered atrectThe rigid faces with
a relatively high modulus of elasticity are keptadgpby the much lighter core
which has a shear stiffness sufficient to carry tmofs shear forces [1]. The
composite structural element has significant cdapaoi carry out forces that are
perpendicular to their faces. However, more andenaften there is a necessity to
apply to the sandwich panels a load eccentric#g.(1). This situation could take
place in the constructions which are created bygusandwich panels assembled in
horizontal position (e.g. building envelopes — whallAn eccentricity of load
application induces torsion of the sandwich elentEig. 1).
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Fig. 1. The cross-section of horizontal sandwichgbavith additional eccentric loading
inducing torsion of the element [2].

The aim of this paper is to present the numericauktion of the influence of
the boundary conditions on the shear stressesridwseh panels subjected to
torsion. The 3D numerical models created in SIMUlARaqus are considered
very carefully and the solutions are compared \tih results obtained using the
St. Venant'’s torsion theory [4] and Vlasov torstbeory [3].

The simplified 1D model used to analytical calcidias of internal stresses and
strains (using formulas presented in [3] and [@3hown in Fig. 2b. It is one of the
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basic static systems of beams subjected to torgibthe both ends it has a fork
support, it means — the angle of rotation of thessysection is blocked, but there is
still freedom of warping (deplanation) of the craeextion [2]. The beam is

subjected to a single torsional mom&htWhen it comes to the 3D, the numerical
models (Fig. 2a) are considered for several kifdsoandary conditions. The first

of them was created as the most similar to 1D mditedn the support conditions
were changed. The single torsional mom&htin 3D models was defined by

application of the uniform, tangential to the faygnload, distributed over the

middle band of both facings (the directions of thads on the both facings are
opposite).
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Fig. 2. Models of sandwich panel subjected to torsa) 3D sandwich structure, b) static
scheme of the 1D element.

The thickness of the facings is equaltte 0.5 mm. The parameters of the
material of facings are: modulus of elasticiB: =210 GPa, Poisson’s ratio
ve = 0.3. The thickness of the core is equadlto 99.0 mm. Shear modulus of the
core isG¢ = 3.5 GPa.

Comparing results obtained using 3D numerical moaeéth variable support
conditions, some discrepancies can be seen. Thenattstresses and strains in
sandwich element reach divergent values. Boundangitons in 3D numerical
simulations are of great importance.
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Young measures appear in the calculus of variatiofdle considering
nonconvex optimization problems. We look for th&nmum of the bounded from
below functional of the form

J) = J f(xv(@), V() dx, (1)

where:
- Qs an open, bounded subsef3f with sufficiently smooth boundary;
- wvis an element of a suitable (usually Sobolev) gpaof functions on
Q with values inR™;
- fIOXR"XR™ - RU{+w} is assumed to satisfy suitable
regularity and growth conditions.

This problem has also physical interpretation, ufmd example in nonlinear
elasticity. In this case the terms in equationaf®) looked at as:

- Qs elastic body under consideration;

- visits displacement;

- f is the density of the internal energy

- Jis the energy functional.

It turns out that wheri does not satisfy certain convexity conditions, theak*
convergence of the minimizing sequen@eg,) to the functionv, does not

guarantee, in general, that thveak* limit of the sequencéf(x, v, (x), an(x)))

is equal to(f(x, vo(x),VvO(x))). This is caused by the lack of the convexity

(more precisely: quasiconvexity — the notion introeld to take into consideration
the principle of the material frame indifferenceeangineering applications) with
respect to the third variable of the integrandrhe elements of the sequences
minimizing the functional are the functions of the highly oscillatory natared
considered functional, although bounded from beldoes not attain its infimum.
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In engineering we meet this situation, among oth&renf is the density of the
internal energy of laminates or various types fyal.

Laurence Chisholm Young proved in [6] that the wdakits of the sequences
of the form mentioned above are in general familiésprobability measures,
nowadays called théoung measures

The simplest form of a Young measure is a ‘homogaeaé’‘oung measure’. It is
in fact a ‘one parameter family’, i.e. it does depend on points dl. It serves as
a source of examples and in many real world casesfor example [2] and [5].

Young measures can be regarded as the elementseoBdnach space of
measures with total variation norm. In the talktake this point of view and focus
our attention on the homogeneous Young measurésdeitsities. Presented result
are generalizations of those published in [3] atld First we introduce the notion
of a (not necessarily homogeneous) Young measwrt We show that the weak
convergence of the sequences of the homogeneousgYmeasures is closely
related with the weak (in the space of integrahbiecfions) converges of their
densities. Moreover, it turns out that the wealitlim also a homogeneous Young
measure with density, which is not always the case.
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Mathematical thinking, logical thinking, and creatithinking are very similar
complex skills. Reasoning and mathematical activily modeling, creating
strategies for solving problems and argumentatioe af great importance.
Mathematical modeling is a reasoning and actiont thilows us to build
a mathematical model corresponding to the situgif@sented in the task. It is also
the right choice of mathematical tools and metheaissolve real problems.
Creating a problem solving strategy involves cdrmreparation of an action plan
leading from the question to the answer. Arguinthes ability to combine a lot of
information and formulate conclusions based on them
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In the figure 1 the investigated system is preskntbe external load is realized
by means of the loading heads with circular outl[a§ The system can be
composed as two co-axial tubes or tube and rod pfésence of the piezoceramic
element divides an internal rod into three sectidiee stiffness of connection of
those sections is being simulated with rotationgtings. The continuity of
transversal and longitudinal displacements as wsll bending moments and
deflection angles is satisfied by natural boundeoynditions. Tomski's load is
created with the loading head of radius R which wawe smoothly in the vertical
direction. The radius R has a center in the paioalized below the loaded end of
the column on its undeformed axis through whichspaghe line of P force action
(pole point). The radius of the receiving head &d the distance between the end
of the column and the contact point of both heads i

The phenomenon of local and global instability tenfound when nonlinear
systems are studied. The instability regions arénel@ during a comparative
analysis on the bifurcation load of a geometricalbnlinear structure to a critical
load of a linear one. Taking into account thatender system keeps a rectilinear
form of static equilibrium, one can find such a miagde of external load at which
the instability occurs. The magnitude of this ldactalled a bifurcation load for
nonlinear systems and critical for linear ones. bwal instability takes place when
the bifurcation load of a nonlinear system is serathan the critical load of a
corresponding linear one. The global instabilityepbmenon is present when the
bifurcation load of a nonlinear system is greateant the critical one of a
corresponding linear structure.

The use of the piezoceramic element leads to pssstrg of the structure by
means of the force generated by this rod aftergpliance of the voltage. The
prestressing (in relation to the sense of the iteéield vector) allows one to
achieve a control to the instability type.
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Fig. 1. Investigated system
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The Analytic Hierarchy Process (AHP) is the widee usiethodology in
multicriteria decision making analysis [1]. The plems of multicriteria decision
making often occur in many fields of our activitgdause real decision problems
usually entail any positive and negative conseqgeric other area. The idea of
AHP methodology is to organize mulicriteria problem hierarchy where
alternatives are compared in view of one criteréond criteria are compared in
view of overriding goal [2]. The order of alternads in respect to one criterion is
made by assigning priority weight to each of theoilected in priority vectors:

w = [wy,wy, ..., Wy ] D

Because of some psychological reasons the weighlsey are obtained by
pairwise comparisons each alternative with themstii3],[4].

The pairwise comparison is the main activity of iden maker (DM) in AHP
by which a vector of priority weights are obtain&tie priority vector is calculated
from pairwise comparison matrix which consists bé tDM judgments about
priority ratios:

Wi
W =5, (2
However in AHP practice the DM compare the altdéuest or criteria using the
common language. This comparisons are convertadrtders which are collected
in pairwise comparison matrix [2].

The numbers which are connected to the languageessipn form set called
scale. There are various scales that are used i[BH The scale invented by AHP
author — T. Saaty — consists of nine natural nunfbem 1 to 9 and theirs
reciprocals. That is because there is used nirguiage expressions for alternative
comparison [6]. However some authors argue origiteh because of too small
amount of possible comparisons or because of regutar interval between
numbers [7],[8],[9],[10].

In response to drawbacks of the original scaledtier scales was invented
[71.[8].[9]. One of them is geometric scale [8]. iis original form it consists of
natural power of number 2 and its reciprocals. €leenents of this scale form the
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geometric sequence with common ratio 2, so thegadbetween its element, in
contrast to original AHP scale, is fixed. Becaus® tumbers in this scale are quite
big in compare to Saaty scale, the idea of adogmgller number as a common
ratio arises. The geometric scale also can be eg®nded to bigger amount of
comparisons.

Because of using many forms of geometric scaleilpiigsthe question about
theirs actual impact on final results arise. Irs ghaper | would like to present some
investigation on this issue. | investigate varicosnmon ratio of geometric scale:
(2)"*1.2, (1.5% (2)*? 1.5, 1.8, 2 with two different amount of numbéarscale:
17 or 33. The 17 numbers is equal amount of origh@aty comparison numbers,
and 33 arise as doubling comparison numbers amount.

In fact, using any scale in AHP procedure entaibmsr occurrence in final
priority vectors. However using any scale is undable so it is important to use
scale which lead to possibly small errors. Therefwoe investigate the relationship
between applying parameters of geometric scale tardamount of errors in
priority vector. In this paper | would like to peag this results and compare this
results with this obtained for genuine Saaty sdaécause an important indicators
of pairwise comparison matrices correctness in A&t€ inconsistency indices
([2],[3],[11].[12],[13]) | also present impact geetnic scales with various
parameters on matrix inconsistency and on corprlatietween inconsistency
indices and errors in priority vectors.

My investigation was based on Monte Carlo experisielhe framework of
this simulation is similar to existing in literatursimulation [13],[14]. In this
experiments the “true” priority vector and “truedipvise comparison matrix are
generated. In the next step of experiment the ps@rvecomparison matrix is
disturbing by a random factor in order to simultte “real” situation, when the
DM make mistakes in their matrix. Next the numbersatrix are rounded to the
nearest numbers from used scale and the priorityovds calculated from the
matrix. Obtained vector is compared with initiajgnerated vector and the errors
are calculated. For obtained matrices the incoersist indices values are
calculated and are compared with errors in prior@gtors.

The figures below present histograms created upsults that are obtained for
various scale parameters.
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Above figures present histograms of relative eriiargriority vectors obtained
from matrices 5x5 with geometric method. Matricee disturbing by random
factor with standard deviation equal 0.1, 0.2 ar®l @ne random chosen element
of matrix is multiple by 3. The results obtained ¥@rious parameters and amount
of elements are similar what is quite surprising.
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Abstract. Formal methods in software engineering play aremss rble in
software development process. In recent years,ave prepared software package
consisting of more modules, where each of them learsbme semantic method. In
this paper we present two new modules added teaftware package — a module
for handling the mathematical expressions and auteodior visualizing the
categorical denotational semantics.
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1. Introduction

Nowadays, software engineering education mustaohtanany new skills. In
fact, software engineering does not mean only tiewretter programs [1, 2].
Formal methods are very important for developingafrect software systems, in
particular to verify the correctness of the systesnsat least of some desired
aspects of their behavior. Still new technologiessed in practical approach and
many of them are coming from formal methods. TepHetkure software experts
with understanding of formal methods grounded imasgtics, learning software
that illustrates and visualizes important technggseems to be very fruitful [3].

In this paper we present two new modules intedredeour software package —
a module which handles the mathematical express{anslysis, evaluation,
abstract syntax tree, postfix form) and a modulétvivisualizes the denotation of
a program in categorical morphisms. In the secautian our software package is
briefly introduced. A tool handling the mathematiegpressions is described in the
third section and a tool for visualization of amimg program in the fourth section.
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2. Our Software Package

Teaching of the course on Semantics of programn@nguages is supported by
our software package consisting of several modubegtually, the software
package contains the following modules:
e a compiler from source code written in the Janguage into code of an
abstract machine, which is a source-to-source dempi
« an emulator of an abstract machine code — a moddilEh executes the
instructions of an abstract machine and shows arabmemory state and
an evaluation stack;
» a decompiler of an abstract machine code backsatwce written in the
Jane language, which is also a source-to-sourc@itann
 a tool for visualization of program execution based categorical
denotational semantics defined in [4]; and
* atool for handling the arithmetic and Boolean esgions.

The last two listed modules are new and they dgteatended the previously built

software package presented in [5]. A general schafntige new extended software
package is ifFig. 1

The main motivation for this integrated softwarelsge was to help students to
understand better formal semantics, and to motiviagan to make their own

experiments. We follow the joint research goal dase common research work

[6].

3. Tool for Arithmetic Expressions

Arithmetic and Boolean expressions are very wideded in programming.
During the lot of programs executions some expoessare evaluated and possibly
stored in the memory. They can stand on a righthside of an assignment
statement

X =€

or their values are used in the conditional ang Is@mtements. In those cases, the
values are never stored and they are used asenésisi
Because the work with expressions is considerddratamental, we decided to
prepare the software which allows to this processiee. A tool for handling the
arithmetic expressions allows to use the followmgctions: the program
» checks the input expression and to recognize tipe farithmetic or
Boolean one);
» realizes the error recovery;,
» allows a user to input the values for particularialgles identified in the
expression entered;
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» evaluates an expression with input values (can bssiply change
interactively, in any time);

» produces the post fix form of an express

e draws the abstract syntax tree for an input expgmess three version
(only variable names, only values or variable namiéh values, resp.
and

» stores the graphic output into file for later |

3 o %

x:i=l PUSH-1:STORE-X
Compiler

<PUSK-1...> =>>
~STORE-X...> ...

R ”

+——
PUSH-1: STORE-X
Decompiler

Expression pmeiky

== Evaluation
Evaluation B
Tree construction (B0 3100
Visualization of AST

Postfix
hotaticn

Fig. 1A general scheme of teaching software packagediarse on Semanti

The modué uses for checking the expressions the basiceiner rules fo
arithmetic and Boolean expressi

e =nl|x|e + ele — ele x e|(e),

b ::= false|true| = b|b A Db |e < ele = e|(b),
and extended rules with some extra opera
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e i=nlxle +ele —ele x ele/e| —e| + e|(e),
b ::= false|true| = b|bAb|bVble < ele = e|(b).

A user can input the values of expressions andililgsshange them interactively,
in any time. An expression can be evaluated imnmel§iavhen a user entered the
values for all found variables. After changing theues, an expression can be
recalculated. The resulting values of particulgoregsions are calculated with the
semantic functions for arithmetic and Boolean eggi@ns defined e.g. in [7] or in
[8] using the standard mathematical rules with @néag the associativity and
precedence of operators. If an error in checkirgy dRpression occurs, an error-
recovery procedure is applied with information abthe errors with possible
positions in an input expressions. Furthermore, ghegram converts the input
expressions in infix form into the postfix form,ettprogram produces graphic
output with an abstract syntax tree of an inputeggion.

The application is now successfully used as a iegrtool for the students of
the course Semantics of programming languages:

» for preparing the lecture materials and laboratosgrcises;

» for individual study and the for the experimentapeoach to learning; and

» for preparing the testing and exam materials.

4. Visualizing Tool for Categorical Denotational Seantics

A module, which handles the source code writtedane and shows how the
program is being executed with denotational seroariti categorical structures, is
also a new module in our software package. Thisuteothkes as input a text
consisting of well-structured statements of theglaage Jane according the
following inference rule:

S 1= x := e|skip|S; S|if b then S else S|while b do S.

An output of this program is a path in categorysisting of morphisms that
represent each step of execution. Categorical apprto denotational semantics is
defined in [4] and the program follows those deiomis of categorical
representations of a program constructs. Visualresging of the meaning of
programs in categories is illustrative and dematiste. Graphical output can help
better understand particular steps of executiomdénghe program within the
changes of variables stored in memory. A modulegbimeads source text from a
file or allows user to write the source directhhelnext step is to setting up the
values of program variables. Starting of simulatgamsists of several steps. The
lexical and syntax analysis — the traditional pkasfecompiler are executed: white
characters are dropped and input is checked. dfar occurs, a program shows an
information about it and it stops the translatidnirgput source text. A semantic
analysis is very simple, because a language Ja® ardy two implicit types —
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integers for arithm#c expressions and tw-values Boolean type for Boole
expressions.

We show as an example how the input program isgssexd. We take tl
following program as a&ource coc for a program. It takes input values:as &
dividend andy as divisor. The prcram calculates an integer quotient (stored)in
and a remainder (storedin.

begin
z:=0;
while (y < x)do (
z=z+1
x=x-)
end;

Categorical denotational semantics of this progimma compound morphisn
and its graphical representation isFig. 2.

Fig. 2Categorical denotational semantics of a given pra

After setting the starting valuex with 17 andy with 5, the program calculat
all states which arise during the run of a progr8tate table is depicted Fig. 3.

States Variables
State 0 X
State 0

State 0

State 1

State 2

State 3

State 4

State 5

State 6

State 7

Fig. 3A state table during the running of a prog
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5. Conclusion

We have presented in this paper the new parts ratid) into our learning
software. These modules provide graphic outputschvhare very easy to
understand and they can help in learning and iohiag process for the course
Semantics of programming languages. We want tonextaur learning software
package with other modules based on operationalastes with categorical
structures and coalgebras according to [9] andh®rother important and relevant
semantic methods.
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In construction equipment, in particular, varioypds of excavators, hydraulic
cylinder are used. They are responsible for theemmnt of individual machine
parts. The length of the piston rod limits the wogkrange of the cylinders, which
in the case of construction machine members isivelg small. In the case when a
wide operating range is required, telescopic hyldraylinders are used, which are
characterized by a larger number of componentsti8fagje cylinders consist of a
piston rod and several cylinders. They are usdiftimg systems in semi-trailers of
trucks, elevators with hydraulic drive or as minisgpports, so-called hydraulic
stands.

Due to the considerable length of these systemserimbination with a relatively
small cross-section they can be treated as sleagstiems. Therefore, when
analyzing the strength of hydraulic cylinders, tteength of the material and
buckling criterion should be taken into accounhriégid mounting on both sides is a
typical way of mounting hydraulic cylinders. The aveof the actuator eyes in
connection with possible soiling and corrosion nmagult in the occurrence of
additional friction forces, occurring in the actoatonnections with the lifting
system in the truck.

Stability analysis of hydraulic cylinders was prmasel in papers [1-4]. In this
work, the effect of the mounting rigidity of thdescopic hydraulic cylinder on its
strength and stability was analyzed. The boundatyevproblem regarding to the
stability of the system was carried out on the dasithe static stability criterion.
To determine the maximum load capacity from thepof view of material effort,
the Lamé theory for thick-walled tubes was used.

The first picture shows a diagram of a telescopitraulic cylinder, taking into
account Euler's load. This system consist-df cylinders and piston rod. The
hydraulic telescopic cylinder is considered as lfy fextended system due to the
fact that in this case it has the least stifin€sational spring€r modelling the
rigidity of the guiding and sealing elements wemrdduced between following
members. Two rotational springSgre and Cr, are analyzed in the mounting
locations, which model the occurrence of addition@sistances in the joint
connection.
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Diameter of the cylinders (outd, and innerd,;) were defined a
d;=d +2(n-i)g, +2(n- ) ; d,=d+2(n- )g+2(n F1)g (1ab)
where:gy - thickness of sealing elemeng thickness of cylinde

Each element of the hydraulic cylinder is charaesetr by adequate flexur
rigidity (EJ). Elements of the structure markedias 1,2,...,r-1 correspond to
cylinders and thn-element correspond to piston rod.

. sealing
element

guiding
~. element

AN

:

Fig. 1.Scheme of rstage telescopic hydraulic cylinder subjected tteEsiloac

Potential energy of the system can be writter

i=1 o

R TIPS T PERETE

(2)

Taking into account the potential energy in thexgiple of minimum potentic
energy §V=0), after appropriate mathematical transformatioaquations o
displacement (3and natural boundary conditions of the systen-h) are obtained
in form:
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4 2
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dw(x) dwy( %) o o
(EI), | Cro o | 0 ; (EI), e +Cy, p» =0
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w (1) =wa(0) ; —(E1), SWa b))l o fw(®) T dm(x)l |
dX+1 %a=0 d),( d?(+l Xy =0
3 %=k
~-(Er), d W(f) +(E|)i+ld3L(x+l) -p i P dw () -0
dX d)|(+1 X41=0 d?( dlx_l %1=0
dw ()", o | oW aw(x)
w(0)=0;w(,)=0 ; (El)—5 +C|— - ' -0
( ) dx? dx | dx, -
(4a-h)
Solution of equations of displacement can be writte follow:
W (%)= Asin(k x)+ Bcos(kxp Cx+ D ; :_) (5a.b)

Taking into account the solution (5) in boundarpditions, system of equations
is obtained. Determinant of the coefficients matfithis system equated to zero is
an equation, from which the critical load of theteyn can be calculated.

Results of the numerical calculations, which inelude influence of mounting
rigidity on stability and strength of cylinder bekr are presented using non-
dimensional parameters:

Or. CRI lec _Calc., _PJ¢
{ov =" 1 4R = y {cr= o= 2 ¢ cri™ A= (6a-f)
d, d (&), (&), (E1), (E1),

In the Fig.2 dependence between the critical lcadmeterl,, and the stiffness
parameters of rotational springs in the mountirgatmns of the hydraulic cylinder
{croand{crn for three configurations is presented. The cuveloer 1 refers to the
change in the parametégr, (Spring in the top mounting). The curve number 2
refers to the change in the parameifgi (spring in the bottom mounting). In
contrast, curve number 3 refers to the simultanechmnge of both stiffness
parameters, which is assumed to be equal. Horizeotaes relate to the critical
load at the predetermined maximum allowable stegsml to the limit of elasticity.
The index at the symbalexpresses the value of the accepted stressesan MP
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Fig. 2. The influence of stiffness param {croand{cr,0n stability and strength «
cylinder barrel

On the basis of obtained results, it is stated @ahgteater impact on the critic
load value has an elastic mounting at the end efdylinder barrel mountin
(bottom end) in comparison to the point of on rod mounting. The use of
elastic fastening at both ends results in a mueltgr increase in the critical lo
of the hydraulic cylinder compared to the use otkastic mounting only at one
its ends. The intersections of the buckling cumvéh stress lines shown in Fig.
define the areas of the system destruction asult ifdoss of stability and materi
effort for different values of allowable stres:
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Geometrically non-linear systems (columns, beams)the object of many
studies [1,2,3,4] in which the nonlinear theory aimel theory of Bernoulli — Euler
are used to formulate the boundary problem. Oneintdéresting non-linear
structures is the partially tensioned column, whiehs presented in the works
[5,6,7,8]. The publications show the crucial infigce of discrete elements on the
vibrations frequency [3,7] and stability [6] (theatural vibrations frequency and
critical force of the system can be controlled).

In this paper the influence of parameters suchrasstational and rotational
stiffness of used springs and external load magdaitfor variable location on
vibration frequency (nonlinear component) is présén The column in question
corresponds to a screw drive system, which is us@tatform lifts (equipped with
an engine room located in the lower part of thenfra
An external force is applied between the elemehth@® slender structure showed

in the figure 1. The Euler's load subjected in p@ndoes not change the line of
action during the system deflection. The pointaté application (described with
parameteK) can be changed along the entire length of theasod happens when
the screw-drive lift platform transport differerdald on various lifting height. In
order to form a mathematical model the overall teraf the system is divided into
two parts respectively of lengthhsandl, (compressed lower part is indicated by
the index 1 and tensioned upper part by the indeX 2 considered structure is
characterized (in whole length) by constant bengtifghess (EJ); = (EJ), = (EJ),
compression stiffnessEf); = (EA), = (EA)) and mass (@A), = (0A), = (0A))
(where: E; — Young’'s modulus,q — density, A — cross section area;, —
geometrical axial moment of inertia of cross settiof i-th element of the
structure). The longitudinal displacement and fotabn the both of system ends
are limited by the discrete elements in a form wnslational Ko, K;) and
rotational Co, C;) springs.
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b
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Fig. 1. Physical model afonsidered colurr

Differential equations of motion and natural bourydeonditions of considere
structure has beerrmulated on the basis of Hamilton’s principle d&gtnoulli—
Euler theory The differential equations of motion in transveraal longitudina

directions of the system are as follo

4 2 2
av;é?’r)"“kiz(f)a v;;g:i,r)JrQizav;ﬁ,r):O )
2 § 2
" (ﬁ,r)—ui(O,T):—kiei(T)fi —%j[@} dé 2)

Equations (1) and (2) are written in the natimensional form using tt
following relations
W (x;,7)

) Ui(Xi’T),kz(T) S(0)?

fi::(_ii'wl(fiyr)z .ui(‘fi’r= !

2 4
QZ:(pA)iwli ,T=C¢I,@i=Ai i=1,: (3a-h)

(B, J
Where: §(7) — internal force ini-th element of the structuriw - vibration
frequency Wi(x;, 7), Ui(X, 1) —transversal and longitudinal displaceme
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The geometrical and natural boundary conditiongpagsented beloy

w (L), =w,(0,7),; w (&, r)r(l:1 =wi(&,, r)({z w1 7)), =u,(0,7),;

=0

w,(0.7) = w,(1.7) =0;

(€t (6.0)E-Con.7),, =0 k) ED—kgafar), =o:

-(E2) vt (6 E-c 1), =05 KO e - K 0r), =0

N

=1

(E‘])llzwlII (511 Txgl (E‘])lewéI (52’ T)L{ =0 =0

(Ea)5w" (&.7)

o _(EJ)z 12w (fz’ T)sz:o +PLIwW, (62’ T)L'fo =0

¢ BB -p =0 (424
I1 I2
Results of numerical simulations of free vibrati (including linearay and

nonlinearay components of free vibrations frequer of the considereg@artially
tensioned slender systemere presented in the r-dimensional form, defined as:

P|2 Cl K.I® _ 2 [
A= ' ¢ = ] N L —T,szm,j_l,z (5a-f)
(EJ), (EJ), (EJ), (E3)
b).
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Fig. 2a-b. The relationship betweearlinear component of the free vibration frequency
Q, and external load application pod at different rotational springs stiffness.
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In the figure 2 the relationship between nonlinemmponent of vibration
frequency and the/ parameter (which shows the location of Euler'sdloa
application) in combination for different rotatidreprings stiffness is plotted. In
simulations it has been assumed that external hoaghitudeA = 10 (figure 2a)
and A = 50 (figure 2b), translational stiffness ks = k; = 1000 and rotational
stiffnessc, = ¢;. An influence of the rotational springs stiffnese dynamic
behavior were analyzed. On the basis of the olfaiasults, it can be concluded
that the rotational stiffness has great influencetlwe magnitude of non-linear
component vibration frequency. The linear and noedr component of vibration
frequency changes in relation to the location af #xternal force( at given
rotational stiffness. For higher magnitude of theemal load, the greater
difference in vibration frequency was obtained.
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In the thermomechanical state calculation in thehielogical processes of
metals and their alloys, the mechanical propemiethe material depending on
temperature are used, including tensile (compraysiorves. These properties are
determined based on the results of a static tensde performed at different
temperatures. In this area, intensive researcheahanical properties of steel are
carried out [1 - 3], also due to their fire resista [4].

Stress-strain dependencies can be defined in tine &b curve points (Fig. 1)
[3, 5].
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Fig. 1. Tensile curves depending on the temperdtur8235 steel [5].

Often, other parameters of the tensile curve asnatibn of temperature are
used, such as the longitudinal modulus (Young mexjukE, strain hardening
modulus, yield stress, and tensile strengtfS In the elastic ranges€oo), the
stress-strain function is described in accordarite Mooke's law:
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oleT)=ET)e 1)

where: o — stress value of tension curve; strain, T — temperatureg, — yield
stressE — Young modulus,

In the elastic-plastic range, the tensile curvddscribed by a function or by a
strain hardening modulus. The strain hardening tians were the subject of
researchers' interest in the first half of the 26#mtury. Ludwik [6] began a
modelling of the stress-strain curve and describeith following function:

g=0,+K_e" 2)

where o represents stresgy yield stress,e plastic strain, K. and n_. are the
experimentally determined parameters. In turn, ¢fobn [7, 8] suggested a
function:

o=K,e™ (3)

Swift [9] regarding the Hollomon’s law introducelbet constant into the strain
term:

e=g,+Ko™ oro=K(e+¢,)" (4)

whereeo, Ks, K's, Nsi n's are the parameters.
Generating the function tensile curves can be de=tin the form:

oleT)=0,(T)+og(e-£T) ©)

where:gy — limit of elasticity or yield stressy, - strain hardening functiomg — the
strain corresponding to yield streggletermined by the dependence:

%(T)=% (6)

When using the strain hardening modulus, whichhe tangent of the angle of
inclination of the function to the axés(Fig. 2a) this module is defined as follows:

)= 22 )

In the case of elastic - ideal plastic matesig{T) = O the tensile curve is straight
parallel to the axis (Fig. 2b).
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Fig. 2. Stress-strain curves: a) with strengtheningvithout strengthening.

The calculation of stress as a function of straid semperature requires, first,
the determination of stress-strain curve points dogiven temperatur@ or its
parameters: Young modullgT), strain hardening modulus, yield stregél) and
tensile strengt!ST(T) or ultimate tensile strength USI( The searched curve can
be determined based on the curves defined for éhgératures closest to the
considered temperature, that is, the determinadioparameters of stress-strain
curve for temperatur@>T; and T<T,, whereT, and T; denote temperatures for
which the tensile curves are known (defined). Isecaf curve description by the
points, the searched curve at the desired temperatis calculated for individual
points, using the proportionality principle, acdaglto the relationship (Fig 3):

0,(r)= () + 2T ab) ) ®
T2 _Tl
; GI(TZ)
o (7)) i
&(T) ' Strain € | ]

Fig. 3. Interpolation of stress-strain curve paints
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Regardless of description method of the stressstiarve, the stress values in
the elastic range are determined analogously toetjition (1) according to
Hooke's law:

a(e ,T) = E(T)g (8)

In the elastic-plastic range, the stress value dterchined depending on the
description of the curve. In the case of the cudescription by points, the
calculation of strain values for stratrwe start from determining the points of the
curveg ande,, (Fig. 4), between which there are strain valu€he stress value is
calculated from the dependence:

oleT)=a1(e 1)+ ZeleT)aile T ) ©

In the case of describing the strain hardeningewith the function)], the stress
value is determined in accordance with the formula:

0(8,T)=00(T)+ash(£—£o -T) (10)

W metodach numerycznych, w ktorych stosugersijczsciej zalenosci E = E(T),
a0 = 0o(T). Na rys. 4 and 5 przedstawiono wykresy tychzadéci dla stali S235JR
[10] and S355J2H [4].
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Fig. 4. Young’'s modulus and yield strength as goenmrature function for S235JR steel.
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Fig. 5. Young’s modulus and yield strength as goemature function for S355J2H steel.

Example of computations.

In the example of computations, the models of tensirves of S355J2H as a
function of temperature based on the results oeenxental studies contained in
the research report Outinen et al. [1] is preseritbg parameters of the Swift's
and Hollomon'’s equations were determined in[11]e Tomparison of the stress-
strain curves described by Swift and Hollomon ldmsthe temperature 50C
with the experimental results and the curves obthiny interpolation from 40tC
and 600°C in Fig. 6 is presented.
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The comparison of the stress-strain cudestribed by Swift and Hollomon laws for
the temperature 5T with the experimental results and the curves nbthiby
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Mathematical models of many physical phenomendi€lds such as electricity
mechanics, magnetism, thermodynamics, etc.) arerided using second order
linear partial differential equations, which ardl@ad equations of mathematical
physics. The task of determining functions thatcdes these equations leads to
infinitely many solutions. For specific cases acsglesolutions that meet certain
initial and boundary conditions are sought [1].

In order to solve equations of mathematical phystes analytical or numerical
methods are used. Analytical methods allow to obtan exact solution of
considered problem, but they can not be used inasies. Numerical methods can
be used in almost every case, but they give apmrabed results .

One of the most popular analytical method used dtves equations of
mathematical physics is the Fourier method. Itaseal on finding a solution in the
form of the product of functions where each of thsndependent only on one
variable. The use of appropriate boundary conditimakes possible to determine
the value of constants appearing in the soluti@ry [

One of the numerical methods widely used in thevisgl of equations of
mathematical physics is the Finite Element MethBEN). In this method, the
analyzed area is divided into sub-areas, calledtefirelements, in which
approximation functions are determined. These fanst are algebraic
polynomials, which are determined on the base ef riles of approximation
interpolation. The form of the approximation fuiects depends on the number and
positions of the nodes located within the finitensént. Unknown variables in the
nodes, such as temperature values are determitiedhagiuse of known boundary
conditions. Finally the discrete set of the nodatiables is calculated as the
solution of the system of algebraic equations #,5,

In order to verify the correctness of the resultgamed with the use of
numerical method, they are compared with the aicalysolution of the considered
problem. Obtaining good compliance of the compaaedlytical and numerical
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solutions makes possible to confirm the correctiméghe used numerical method
[7].

In this paper the analytical and numerical soliofn the Laplace equation in
two-dimensional region are presented. The analysolution of the equation is
obtained using the Fourier series. The numericatlehds based on the Finite
Element Method. The results obtained with the ddgoth methods are compared
in order to verify the accuracy of numerical imptartation.
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Poster contains theorems describing invertible mmtyial mappings
(f,h):c? - c?

which have constant jacobian, don't equal zero @mel zero at infinity. There are
given formulas on inverse for some cases.
First case are polynomials having form:

f=X" 4+ + 1,

h=X%+h

These mappings are not invertible.
Next case are polynomials

f=X"+f,  +..+f

h=X?+h
which have constant jacobian. Then f will have form

f=h"+Ah""+. +A _h+aX
h=X?+h

and for some conditiorfsandh are invertible.

Thus poster presents theorems for few examplesobfmpmial mappings,
which are invertible and don’t invertible.
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The Differential Transformation Method (DTM) is aipdated version of the
Taylor series problem. Even though the method lbasesdrawbacks (e.g. small
convergence region) is very useful to obtain sohgi of many engineering
problems which are described by the ordinary otigdadifferential equations.

In this work differential transformation method psoposed as a method of
analytical solving of vibration problem of a caatier beam. There was assumed
various parameters describing geometrical and palyproperties of the beam and
damage occur at one point of the system. Resultsechpplication of the DTM is
reducing the problem of vibrations into solving thgstem of algebraic linear
equations supplemented with boundary conditiongHerclamped-free beam and
conditions (continuity) associated with the occnoeof damage.
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DIDACTIC PANEL

In this year the Didactic Panel in Polish is orgadi This part of the
conference proceedings concerns the new Law on @digbducation

(act 2.0) which will apply from October 2018. Oretinext pages some
abstracts about this subject are presented.
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Stowa kluczowelstawa 2.0, praktyki zawodowe

Ustawa 2.0 - Prawo o szkolnictwie waszym i nauce dotyczaca zmian
w szkolnictwie wyszym, opracowywana jest przeklinisterstwo Nauki
i Szkolnictwa Wytszego, [1].

Zgodnie z projektem Ustawy 2.0 studigdlp prowadzone na poziomie: studiéw
pierwszego stopnia, studiébw drugiego stopnia ora&inglitych studiéw
magisterskich. Przy czynetla funkcjonowaty dwa profile studiow:

- praktyczny, na ktérym ponad potowa punktow ECESt jprzypisana zggiom
ksztattupcym umiegtnaosci praktyczne,

- ogolnoakademicki, na ktérym ponad potowa punktB®TS jest przypisana
zajeciom zwihzanym z prowadzaeyw uczelni dziatalnécia naukowvy.

Program studiow o profilu praktycznym przewidujeakiyki zawodowe
W wymiarze co najmniej:

- 6 miesécy — w przypadku studidbw pierwszego stopnia i jdilych studidéw
magisterskich,

- 3 miesgcy — w przypadku studiow drugiego stopnia.

Powyzsze zasady zwkane z praktykami zawodowymi nie dotycatudiow
przygotowujcych do wykonywania nagiujgcych zawodow: lekarza, lekarza
dentysty, farmaceuty, pigniarki, potagnej, diagnosty laboratoryjnego,
fizjoterapeuty, ratownika medycznego, lekarza weterii, architekta oraz
nauczyciela. W przypadku praktyk dla #y wymienionych zawodow uwzglnia
sie standardy ksztatcenia, [2].

Wykaz zrodet

[1] http://naukawpolsce.pap.pl/aktualnosci/news%2C45%2&3jaroslaw-gowin-przedstawil-
zalozenia-nowej-ustawy-o-szkolnictwie-wyzszym.html

[2] http://konstytucjadlanauki.gov.pl/content/uploadd/2/03/projekt-ustawy-prawo-o-szkolnictwie-
wyszym-i-nauce-26032018.pdf
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W projekcie nowej ustawy o0 szkolnictwie wszym i nauce hie wygbuje
pojecie studidow interdyscyplinarnych. Nie oznacza tdngk, ze Ustawa 2.0
uniemaliwia prowadzenie takich kierunkow.

Zgodnie z projektem uczelnia przypsdkowuje kierunek studiéw do co najmniej
jednej dyscypliny. W przypadku przypadkowania kierunku studiow do edgej
niz jednej dyscypliny, wskazuje dyscypinwiodaca i w jej ramach ma by
uzyskiwana ponad potowa efektow uczenia si

Utworzenie studiow na okéenym kierunku, poziomie i profilu wymaga
pozwolenia ministra. Pozwolenia nie wymaga utwolrestudiow na kierunku
przyporadkowanym do dyscypliny (wiagtej), w Kktorej uczelnia posiada
kategoré naukowg A+ albo A.
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THE REQUIREMENTS FOR GRANTING THE RIGHT TO
CONDUCT STUDIES WITH A PRACTICAL PROFILE
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LAW (ACT 2.0)
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Stowa kluczoweszkolnictwo wyzsze reforma szkolnictwa wyzszego w Polsce, Ustawa
Prawo o Szkolnictwie Wyzszym i Nauce (Ustawa 2.0), ksztatcenie akademickiarofil
ksztatcenia

Zroznicowanie oferty dydaktycznej poprzez wprowadzeniwoch profili
ksztatcenia: praktycznego i ogoélnoakademickiego ta#os po raz pierwszy
uwzgkdnione w nowelizacji ustawy Prawo o Szkolnictwie A&ym z dnia
11.07.2014 r. Obecna ustawa Prawo o Szkolnictwigs#ym i Nauce (Ustawa
2.0) rownie obejmuje te dwa profile ksztalcenia, przy czym epvidluje
wzmocnienie ich odbnasci. W przypadku profilu praktycznego wprowadza
mechanizmy motywuage do prowadzenia studiow odpowiaggich wyzwaniom
gospodarki i przygotowagych absolwentow do potrzeb rynku pracy.$Wetle
ustawy profil praktycznyobejmuje moduly zef stuzagce zdobywaniu przez
studenta umigfnosci praktycznych i kompetencji spotecznych, przyozehiu, ze
ponad potowa programu studibw o#ltmego w punktach ECTS to zeja
praktyczne ksztaltgge te umiegjtnosci i kompetencje, w tym umiginosci
uzyskiwane na zegiach warsztatowych, ktérea sprowadzone przez osoby
posiadajce ddéwiadczenie zawodowe zdobyte poza UczelnPrezentacja
przedstawia uwzgtnione w Ustawie 2.0 regulacje prawne oraz wymogi
uruchamiania kierunkéw studiow o profilu praktycemy
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Stowa kluczoweszkolnictwo wyzsze reforma szkolnictwa wyzszego w Polsce, Ustawa
Prawo o Szkolnictwie Wyzszym i Nauce (Ustawa 2.0), ksztatcenie akademickigrofil
ksztatcenia

Profilowanie studiow wjyszych wprowadzita nowelizacja ustawy Prawo
0 Szkolnictwie Wyszym z dnia 11.07.2014 r., wéwczas to g@igd rozr&nienie
profilébw ksztatcenia na profil ogbélnoakademicki tofil praktyczny. Zgodnie
z zaleniami ustawy profil ogélnoakademicko profil programu ksztalcenia
obejmupcy moduly zaj¢ powigzane z prowadzonymi w Uczelni badaniami
naukowymi, realizowany przy zateniu, ze ponad potowa programu studiéw
(mierzona punktami ECTS) obejmuje gap stwace zdobywaniu przez studenta
pogkbionej wiedzy. Ustawa Prawo o Szkolnictwie Xgym i Nauce (Ustawa 2.0)
wprowadza jeszcze bardziej wyry podziat na profile ksztalcenia, a w przypadku
profilu ogélnoakademickiego kltadzie nacisk na ¢ksizenie roli i wykorzystania
wynikow bada naukowych prowadzonych w jednostce w procesieaksaia.
W prezentacji przedstawione zosf{grodstawowe kwestie organizacyjne i prawne
zwigzane z prowadzeniem studiéw o profilu ogélnoakad&imi w swietle Ustawy
2.0, z uwzgldnieniem maliwosci uruchomienia studiéw o takim profilu na
kierunku Matematyka na Wydziale Zynierii Mechanicznej i Informatyki
Politechniki Czstochowskiej.
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Stowa kluczowelstawa 2.0, dyscypliny naukowe, ewaluacja

Nowa ustawa o szkolnictwie wyzym, zwana Konstytugjdla Nauki (Ustawa
2.0), opracowywana jest od ponad dwoch lat. Progidwelizowanej ustawy
zostat przedstawiony 22 stycznia 2018 roku przenidttia Nauki i Szkolnictwa
Wyzszego Jarostawa Gowina. Jedna z kluczowych zmigrezionowego podziatu
dyscyplin naukowych. W chwili obecnej w Polsce magnpbszaréw wiedzy, 22
dziedziny nauki i sztuki oraz 102 dyscypliny nauleowVedtug Ministerstwa Nauki
i Szkolnictwa Wyszego ,problemem jest rozdrobniona klasyfikacjazab&w
wiedzy, dziedzin i dyscyplin, ktéra jest pewana z uprawnieniami do
prowadzenia studiow wgzych i studiow doktoranckich oraz do nadawanigrsto
W nauce i sztuce, jestrodiem powanych probleméw w prowadzeniu
interdyscyplinarnych badanaukowych. Nie sty tez whasciwej prezencji Polski
w $wiatowym obiegu nauki”, [1]. Z tego wzglu zostata zaproponowana nowa
klasyfikacja dziedzin i dyscyplin nauki, oparta klasyfikacji OECD (Organizacja
Wspdipracy Zagranicznej i Rozwoju). Wedtug klasgfik OECD wyré&nia sk 6
dziedzin nauki (nauki przyrodnicze, naukizynieryjne i techniczne, nauki
medyczne i nauki o zdrowiu, nauki rolnicze, naukpoleczne, nauki
humanistyczne) i 41 dyscyplin. Matematyka znajdigie w grupie nauk
przyrodniczych. Oczywtie, dopOki nie powstanie ostateczna wersja noisgj |
nie mana by pewnym przeniesienia klasyfikacji OECD wprost,migej jednak
mozna przypuszca ze jej zasadniczy trzon nie zostanie naruszony.

Jedry z najwaniejszych konsekwencji wprowadzenia nowego zestaiaie
dyscyplin naukowych jest przedstawiony w projektistawy 2.0 nowy sposéb
prowadzenia ewaluacji jakoi dziatalngci naukowej. Ewaluacji ¢tla poddawane
poszczegoblne dyscypliny nauki prowadzone na uczelnnie jak do tej pory
jednostki organizacyjne uczelni. Wedtug projektiaus, jak wyjgniat minister
Gowin, ,to uczelniom, a nie ich jednostkom organizacyjnymda przypisane
uprawnienia do prowadzenia studiow i nadawaniarstopukowych. To uczelnie,
a nie wydzialy, bda przedmiotem ewaluacji w przekroju poszczegolnych
dyscyplin”, [2]. W wyniku ewaluacji uczelnia me uzyska jedrny z piciu
kategorii: A+, A, B+, B, C. Przynateos¢ do jednej z tych kategorii determinuje
mozliwo$¢ nadawania stopni haukowych i tworzenia nowychudi&bdw

95



Mathematical Modeling in Physics and Engineering

References
[1] https://iwww.nauka.gov.pl/g2/oryginal/2017_10/495088e039¢347667e77bchdcfef.pdf

[2] http://naukawpolsce.pap.pl/aktualnosci/news%2C45%2&3jaroslaw-gowin-przedstawil-
zalozenia-nowej-ustawy-o-szkolnictwie-wyzszym.html

96



