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Mathematical Modelling in Physics and Engineering

The conference Mathematical Modeling in Physicel &ngineering —
MMPE’17 is organized by the Institute of Mathemataf Czestochowa University
of Technology.

Mathematical modelling is at the core of contempprasearch within a wide
range of fields of science and its applicationse MIMPE’17 focuses on various
aspects of mathematical modelling and usage of atenpmethods in modern
problems of physics and engineering. The goal & tonference is to bring
together mathematicians and researchers from g¢hgsid diverse disciplines of
technical sciences. Apart from providing a forunm fbe presentation of new
results, it creates a platform for exchange of sdaa well as for less formal
discussions during the evening social events wilaoh planned to make the
conference experience more enjoyable.

This year’s conference is organized for the 9ttetilvery year the conference
participants represent a prominent group of reizagl scientists as well as young
researchers and PhD students from domestic anigifiou@iversities. This time we
have invited speakers from University of Pardul{ficeech Republic), University
of Zielona Gdra (Poland), Sun-Yat Sen Universithi(a), Technical University of
KoSice (Slovakia),University of Lodz (Poland), PamnUniversity of Technology
(Poland), participants from Vasyl Stefanyk PrectHmaa National University
Ivano-Frankivsk (Ukraine) as well as from Polislgh@r education institutions:
Technical University of Czestochowa, Poznan Unitersf Technology, Cardinal
Stefan Wyszgski University in Warsaw.

This year the conference proceedings contain 53ensaandprovide an
interesting overview of the variety of problemsdiéa within the contemporary
mathematical modeling and its applications. Allgemtations topics as well as all
articles included in the proceedings were reviewauw accepted by the
Conference Scientific Committee.

Organizers
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MODELLING INTERFACIAL HEAT TRANSFER IN A 2-PHASE
FLOW IN A PACKED BED

Dariusz Asendrych, Pawel Niegodajew

Institute of Thermal Machinery, Czestochowa UniversftTechnology,
Czestochowa, Poland
imc@imcpcz.czest.pl

Packed beds are commonly used in various indusfiatesses. Drying,
absorption or rectification can be mentioned as esdgpical examples. High
efficiency of these multiphase (usually gas-liqumpcesses is ensured by the
enlarged contact area between working fluids prexitdy the packed bed filling.
For typical working conditions, i.e. in the so-edlltrickling flow regime, liquid
flows down driven by gravity, while gas freely mevep with no excessive flow
resistance. Complex geometry of the packed beddilnakes the flow modelling
challenging even for isothermal conditions. Howeweost of industrial processes
indicate non-isothermal character, thus the heatster between working phases
needs to be included in the governing equationsortimately the existing source
literature practically does not include any infotima about the interfacial heat
transfer coefficients which are required to cldse énergy equation by the relevant
source terms responsible for heat exchange betikediphases.
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Fig. 1. Schematic diagram of experimental facility
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The main objective of the present paper was toldp\weecorrelation relating the
interfacial heat transfer coefficient with the kidgw/thermal parameters through
the typical group numbers. The experiment was pedd with the use of a small
laboratory test rig schematically shown in Fig. The distilled water and the
ambient air were used as flowing media. The wates pumped from the container
(5) and flowed through the filter (8), the flowmei{@8) and the distributor (21)
supplying the column. Afterwards, it flowed througte packed bed (20) and it
was collected in the tank (13) and reversed tonthén container (5). Water flow
was enforced by the pump (9) and controlled by atpreg valves (7) and (12). The
column (19) was filled with 6 mm glass Raschig sin@0). The air flow was
enforced by a vacuum pump (11). The air was sutiete column at its bottom
and flowed upward the packed bed. Then the aitheftcolumn through the outlet
(23) and reached the cooler (17) where the watpowawas separated and
collected in a tank (15), whereas the air passedithh the gas flowmeter (16) and
quited the test rig. Temperature of the water ia thain container was kept
constant with the use of a temperature controB8grcénnected to a thermocouple
(4) and a heater (6). Temperatures of working meadise measured upstream and
downstream the packing section with the thermoasi®5) and (30) for gas while
(24) and (31) for liquid. The signals from all sersswere sent through the AD
converter (2) to the PC (1) for data acquisitiod postprocessing. Additionally the
air humidity was measured with the sensors (29)(263 More information about
the experiment and the measurement procedure cluibe in [1].

T 1 — = P — —
| =30 °C s ‘
e 3 [ 1, =507 09
||—-T,m%0 BT =50°C 0.8
Il T.=70C | 30 | T, .=70 e
|

It _=21°C|
| Gin

Fig. 2. Heat exchanged between phases (left) asdéitnumber (right) versus superficial liquid and
gas velocities for three different inlet liquid tperatures [1]

The experimental results were then used to contsdratechanistic model of the
general form:

Nu= I‘J D (1)

12
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where D; stands for a set of group numbers and b; (i=1, ..., N) is the matrix
corresponding to their exponents to be found by fitting experimental data.
According to [3] the Reynolds, Galileo, Prandtl, E6tvos and Grashof numbers are
regarded as the most relevant group numbers to describe the heat transfer processes
in a 2-phase flow system. In this way viscous, inertial, gravity, surface tension and
buoyancy effects can be taken into account. After detailed and multi-step
regression analysis the correlation of the following form was proposed:

Nu - R%lGQEGaéO'BSQQDE‘OO]l?G (2)

characterised by the correlation coefficient R = 0.992 indicating very good
correspondence between experimental and modelled Nu values. Index "G" in the
above formula stands for the gas phase.

The regression analysis is summarised in graphical form in Fig. 3 presenting the
parity plot of the modelled Nusselt number (formula (2)) against the experimental
data. In order to make it easier to interpret the results the solid lines corresponding
to £10% errors are plotted in the graph. As can be seen the proposed correlation fits
the measured data with very high accuracy characterised by the correlation
coefficient equal to 0.992. Very few data points lie outside the +10% limit and they
correspond to the lowest liquid load range where the increased measurement
uncertainty may be expected.

0.9 T T
u,=0.018 m/s
0.8 _ !
u,=0.035 m/s
074 4 u,=0.071m/s
u,=0.106 m/s
0.6 '
. x u.=0.142 m/s
Q
B 0.54|— 10 % error lines
g
5 0.4
Z
0.3
0.2
Soeees
0.1 1 2 A«
g
0.0 — T T T T T T
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Nu - experiment

Fig. 3. Parity plot for experimental and modelledslelt number values [2]

It should be remarked that the correlation was developed for the limited range
of gas and liquid loads and for particular type and size of catalyst elements. Thus,
there is a need of further research work, including much wider gas and liquid loads
as well as different random packing element types and sizes, to provide better
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understanding of the heat transfer processes irplesnmgeometrical constraints.
The wetting efficiency of the packed bed seemseambe of the most important
factors governing the interfacial heat transfere Téxisting correlations need
further development to provide better precision ahds to allow accurate
estimation of the interface contact area. The tatiom developed in the present
paper is planned to be used in the forthcoming migaleresearch devoted to the
2-phase gas-liquid flow in a porous media. It viaél incorporated to an existing
CFD (computational fluid dynamics) model allowingr fadequate modelling of
such complex physio-chemical processes as carlooiddi chemical absorption in
packed beds.

Keywords:porous media, 2-phase flows, interfacial heat trarisr, regression analysis
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MODELLING OF QUASI-COHERENT DISPLACEMENT IN
CHAIN-LIKE BODIES’ MOVEMENT

Kamila Barttomiejczyk

Institute of Mathematics, Czestochowa Universityemfihology,
Czestochowa, Poland

The article concerns the extension of the sequeaiti@rithm which has been
previously described e.g. in [1-3]. This algoritiean be used for simulation of the
chain-like bodies’ movement. One of the most widglydied phenomenon which
is associated with the chain motion is the chaamdiocation through the pore in
membrane (see e.g. [4-11]). The translocation p®péays a crucial role in many
processes. It is applied inter alia in DNA and R&&uencing techniques [10-14],
controlled drug delivery process [15-17] or gererdipy [18, 19].

Many different algorithms are used in literaturettoe analysis of the chain-like
structures movement (see e.g. [4-9, 20, 21]). Thezeit seems to be reasonable to
create an efficient algorithm which can reflect dfain behaviour as good as it
possible. In this paper the following extensionghaf sequential algorithm for the
simulation of the chain-like bodies’ motion are clé@sed: compression propagation
mechanism and movement-direction preference mestmanrhe former is the
extension of the tension propagation which has lbesaribed in [2]. It can be said
that the compression propagation mechanism allow&ptishing’ of the segment
which is moving by the previously moved segmen{2fnonly ‘pulling’ of moving
segment is possible. Implementation of the moverdgsttion preference
mechanism causes that the direction of the movaggment step depends on the
position of the segment which has been moved pusiyoIn other words, the
moving segment is pulled (or pushed) in the dicectdf the previously moved
segment. In the article the implementation of thesehanisms is described, the
parameters associated with them are defined anmfloence of these parameters
on the translocation time is analysed.

Keywords:algorithm, chain-like structure, compression propaation, movement-
direction preference, translocation time
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THE PROOF OF REMARK ON THE JACOBIAN CONJECTURE

Grzegorz Biernat

Institute of Mathematics, Czestochowa Universityemtihology,
Czestochowa, Poland
grzegorz.biernat@im.pcz.pl

Let (f, h) :C? - C? be the polynomial mapping having two zeros anityf.

Remark. Let
f=(XY)P+ G+ £+ f o+t ) (1)
h=(XY)"+ hy + hy ,+ hy o+ 4 by 2

where p=>q=1 and f, h be the complex forms of variables X of degrees
i, j respectively
If Jaq f ,h) = const= Jaé f ,q) then X k‘lYk‘l‘ h,,and

1 P 1 " 1
f:[XY+a hzq_mj + A[XY+a Qq—ilj +..+ '%\_1( XYrTq ;;Hlj (3)

1 ‘ 1 o 1
h:(x\(+a Q“"“J + Ei( XY+TJI Q‘”J +..+ g_l[ X\&a 2@—11] 4)

for some constantsA ,..., A

formulah = XY b

B, ..o Bq_l. The form hzq—ll is definedby the

p-1° 1

q-11°
Sketch of the proof

Forq= 1 the remark is true.
Let p=2. We assume that the formula (3) and (4) are tme ekponents

g=1, ...p— 1. We will prove that forgq = p the formulas are also true. Let's save
again the formulas (1) and (2) fg=p

f=(XY)"+ f

2p-1 + f

1)
‘ 2p-2

P+ 1, {7 (5)

and

17
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1) 2) 3)
h:(XY)p+ th—l‘ + th—Z‘ + th—Il Tt hl (6)
Consecutively we have

h f

2p-1 (7)

hopot A(XY) = g, ®)
We obtain
f=(XY)?+hy + hy o+ A(XYT+ 4t (9)
and
h=(XY)"+ h,, + h, ,+ h_,+..+ h (10)
Let A, #0. We assume
f:%(f —h):(XY)p'l+Ti1( £, - th_3)+...+7:l( i h)= -
=(XY)""+ B+t T
Then
sadh, ) =—% Jabf h)= cons (12)

Now we convert f to h andh for f and apply the induction assumption for

exponentp — 1,. Therefore(XY)p_2 f,p-s» Which allows to determine the form

f

2p-31- We have

1 - Y 1 -, 7 1 -
h=(XY+p—_l f2p—31j + Bl[ X+ —— Ep-:m] Tt 5—1( X\"’p—_l pr—Slj

p
(13)
and
_ 1 _ p-1 1 . p-1 1 B
f :[XY-'-FL f2p—31j + A( XY"‘FL Ep—qu +...+ /%\_2[ XY"FL Jp_:glj
(14)
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for some constantB,, ..., Bp_l; AL ,5\3_2. Moreover
P 1%
h2p—l ﬁ( XY)p Ep—s\l (15)
so (XY)""| h,_,. From the formula (15) we obtain
1 1
thp—l\l :H f2p—31 (16)
So

f:[xw%th_ll] _ A( ot r;p_m]_ bt Az[ X% nj (17)

and

h:(XY+% th_ll]p_'_ a[ XY+Tl) Ilp_lujp_ +...+ ﬁ—l( XY‘—:-) ﬂ—ll] (18)

Therefore
f=h+Af=

1 . 1 i - 1
:h+A{(XY+B k5p—11J + Al‘( XY+_p qp—:lLlJ tot 65—‘2( XY-_p Ja-llﬂ

p p-2
=[XY+l th_“J + Ai( XY+—1 j A{ —1 ; J ot
p p p
1
+Ap—1 XY+_p th—l\l
(19)

If Ai= 0 we have analogously

h2p—4 + AZ( XY) i = f2p—4 (20)

and with the constamt; we proceed in the same way as the congtant

Keywords:Jacobian, zeros at infinity, Jacobian Conjecture
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In recent years there has been an increase iruthbar of publications devoted
to differential equations of fractional order, whiare widely applied in modeling
many problems in: physics, control theory, bioergiing and mechanics [1,2,3].

In many cases, obtaining an analytical solution ficactional differential
equations is very difficult, or even impossiblestthve apply numerical methods.

Consider a one-term fractional differential equationcluding the left-sided
Caputo derivative:

°Dg. f (M) =y (t, f 1), aD(0d], (1)
with initial condition
f(0) = f,. (2)

The starting point for the all numerical methodscdssed in the paper is
transformation of the initial value problem (1-2)ta an equivalent integral
equation:

FE) =lgg 1)+ f ). (3)

We compare numerical results obtained by Euler atefd] and two variants of
Adams-Bashforth-Moulton (A-B-M) method [4,5]. In EEu method we apply
rectangle rule to calculate integral in formula. @)st variant of (A-B-M) method
requires trapezoidal rule to calculate correctdne Tsecond one requires two
methods to determine the corrector: Simpson's aulgapezoidal rule depending
on an odd or even number of nodes in the integratiterval.
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f(t)
3.5
3.0
25

—=— Euler

20 === A-B-M first variant

1.5

—«— A-B-M second variant
----- Exact Solution

1.0
0.5
0.2 0.4 0.6 0.8 1.0

Fig. 1. Exact and numerical solutions of equatibrwherey (t, f (t)) = f (t), f (0)=1,
a = 075.

|Error|

== Euler
== A-B-M first variant

—— A-B-M second variant

Fig. 2. The absolute error generated by numerieahods.
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In this paper, we propose a new approach to theerioah evaluation of the
fractional integral operators. The presented meitogy is performed by utilizing
the well-known B-spline interpolation [1].

We introduce definitions of fractional integral ogwrs. The left and right

fractional Riemann-Liouville integrals of order UR, are defined respectively
(see [2])

o f(x):= 1 f(T) T, forx>a
19.f (x): F(a)i(x—r)l‘“d’ f (1)
12 (x):= r(la)Jj(Tf—(xT))l‘“ dr, forx<b (2)

where " denotes the Gamma function. The interpalb] is divided intoN sub-
intervals [x, x,,] with a constant steph=(b-3a)/ N. Next, we replace the
function f by the following expression

N+1

S(x)= Zl KB (% (3)

where the B-splines are defined in the following/wa

(X_Xi-2)3 Xj2 S X< X

h® +307(x= %, ) +3H % )1(_1)2—3( X ?<_1)3 X< XX
BJ(X)=% +3m(x, =X +3H - ¥ - xa- ¥ xs x x, ©

(%02 =) X SX< X,

0 othaw i

and coefficientsK_, K,,...,K,,,; are obtained by solving the matrix equation
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3 3
-~ 0 -0 O N PR

h ~ O kLT [H(%)
1 4 1 0 0 || K, f (%)
0 1 41 0 0 f(x)

P =l (4

0 -0 1 41 0 f (%)
0 0 1 4 1 |[K, f(xy)
0 0 0 3 o 3Kl [P0 ]
L h h]

X

Fig. 1. Numerical (points) and analytical (lines}ults for different values af .
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In this paper, we propose an approach based orraji@athterpolation to the
numerical evaluation of the composition of the lafid right Riemann-Liouville
integrals. The presented methodology is a fracti@umivalent to the classical
Simpson's rule [1]. We calculate errors and deteenthe experimental rate of
convergence for the described approach.

First, we will introduce definitions of fractionaitegral operators. The left and
right fractional Riemann-Liouville integrals of @d R, are defined

respectively (see [2])

'§+f(t)1=r(1a)t£(tf_(;)2_u dr, fort>a (1)
1 f (t)::r(la)-if(rf—(:)z'“ dt, fort <b ®)

where ' denotes the Gamma function. Fractional integraraiors, which are a
composition of the left and right fractional Riemaliouville integrals, look as
follows (see [3])

T3 f(t)=1310f (), fort Ofab] 3)

T2t (=139 (t), fort Ofa,b] (4)

The interval [a,b] is divided into N (even) sub-intervals[t,t,,], for
i=0,1,.N -1 with a constant ste@a\t =(b-a)/ N by using nodeg, =a+iAt.
Next, we replace functiorf by the quadratic polynomial, which takes the same
values asf at the end points,; and t,,,,, and the midpoint,,
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f (1) (1-t)(t-t,.0) f(t;)- (t-ta)(t-ts. 5 f(ty,.0)

2(At)° (at)*

N (1-t,)(1-t,1.0) £ (t..)

2(at)°

(5)

We put the interpolation (5) into expressions (1)-(4) and by the additivity of
integration we get the approximations of analysed fractional operators.

In Figure 1 we present numerical results for I:';lb_f(t) for a=0,b=1,

a 1{0.4,0.6,0.8,1,1.5, 2Jand the function f(t)=t".

0.6 ———
ARG S=1

0.5+

0.4

0.3

0.2 1

0.1+

0.0

T T T —
0.0 0.2 0.4 ¢ 06 0.8 1.0

Fig. 1. Numerical evaluation af ;" f (t) for different values of .
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Introduction

Biometrics systems use individual and unique biclalgfeatures of person for
user identification. The most popular features diregerprint, iris, voice, palm
print, face image et al. Most of them are not ategfpy users, because they feel
under surveillance or as criminals. Others, in tame characterized by problems
with the acquisition of biometric pattern and requcloseness to the reader.
Among the biometric methods popular technique iglémtify people on the basis
of the face image, the advantage is the ease afnitg a biometric pattern. Low
prices of cameras have caused their commonnesstrayd are everywhere.
Moreover, the quality of the images captured fromdern cameras are so good
that they may be used to retrieve biometric pasteamd then for identification.
The advantage of the identification with the faceage is the ease acquiring
pattern and a high acceptance level of this meliyodsers. There are many works
on 2D face recognition [1], and made great progiesthis field. Among these
works there are also techniques that use the asymroé the face, and the
efficiency of this technique is confirmed in aréisl[2-5].

With the development of 3D technology appeared oustof 3D face recognition.

In last years, some of the new face recognitioatefries tend to overcome face
recognition problem from a 3D perspective. The 3adpoints proper to the

surface of the face give us other kind of inforrmatfor recognition, and solve the
problem of pose and lighting variations in cas&bfdata. However, 3D images
have their own problems, e.g. normalization, devilme acquiring faces, time and
cost of faces getting [6]. In the literature, weyrfiad a lot of useful reviews of 3D

face recognition problem such as [7].

Many works are dedicated to the 3D face recognipooblem. There is the
method presented by Riccio et al. [8] among théwat, ises predefined key points.
These points are used to indicate the several geiocnngvariants on the basis of
which is made identification. Other method, Ramalepresent in article [9]. They
propose Partial Principle Component AnalysidO@® for feature extraction and
dimensionality reduction by projection 3D data iotdindrical coordinate. In [10],
researchers use the iterative closest point (IGR)dfust the 3D surface points of
a face and then realize the recognition based @mihimum distance between the
two faces . These methods have high recognitian kait their main problem is
speed and computational complexity.
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Using of 3D images for the identification was irfi@d of the interest of many
researchers which developed a few methods offefoagl results [11]. However,
there are few techniques exploiting the 3D asynmyretmongst these methods. The
reason for this is, among others, the problem tdiomg 3D images. The cost 3D
camera is still higher than traditional camera #imefefore their popularity and
prevalence is lower. The second major problem énpgfocessing of 3D images is
their quality. Imperfection devices for image aaifibpn cause errors in the
measurements and data discontinuity, that is afsignt problem in the further
processing of the data. At the present moment, Wexyeve need to use the data in
the quality of such is, and try to eliminate theadivantages of these data and
develop more effective methods of asymmetry measemé and face recognition
based on asymmetry.

Few papers in the literature are dedicated to Enasyymmetry face recognition
task so far. Huang et al. [12] propose method basddbcal Binary Pattern (LBP).
Their approach splits the face recognition tas& imto steps: (1) a matching step
respectively processed in 2D/2D; (2) 3D/2D a fusitgp combining two matching
scores. Canonical Correlation Analysis (CCA) islegbin method propose by
Yang et al. [13]. They apply CCA to learn the maygpbetween the 2D face image
and 3D face data, and only 3D data is used forlemat and recognition.

This article presents face recognition method base®D face asymmetry. We
propose fast algorithm for rough extraction facgnawetry that is used to 3D face
recognition with hidden Markov models (HMM) [14].

PROPOSED METHOD

The pre-processing procedure of the system consfsthe following steps:
selection of face area, scaling image, rotatiore fain area of the face selected
and rejected areas that contain little useful mi&@tion on the outskirts of face. The
selection of face area made based on key poirdsth@ncoordinates of these points
are obtained from database. Based on inner coafidle eyes, the face image is
scaled so that the distance between them was &m0 pixels. Next, the angle
of rotation is calculated from the mentioned cooadiés, and face image is rotated
by an angle alpha. This operation is aimed at éskahg the identical position for
all faces.

Measurement of the asymmetry

There are many methods to found vertical line eefasymmetry. Ostwald et
al. [15] propose a definition of the line asymmedoythat the differences between
the face and its mirror reflection are as low assgme. Other method is proposed
by Kurach et al.[16]. They propose to appoint lasymmetry in such a way that
the differences between the left and right pathefface are as small as possible.
We propose simple and fast method of designatelitiee of asymmetry. The
coordinates of key points obtained from databagdoéxto find the centre of line
connecting the inner corners of the eyes. Thusiddavalue is used to determine
the x-coordinate defining the lines of facial asyatm.
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In this way we are dividing the face into the riginid left part. Through the mirror
vertically they are rising from these parts rightd (RF) and left face (LF). From
z-coordinate of these two elements and the noratwd {NF) the measurement of
the asymmetry is being made. In this way, the thme¢rics are formed that are
differences between the RF, LF and NF (eq.1-3).

LN= |LF - NF| 1)
RN= |RF - NF| @)
LR= |LF - RF| ®3)

Fig. 1. Results of the measurement of the face agtmm
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Recognition system

We have two basic tasks in face recognition apfidinalearning and testing. In
case of HMM [17], first task is made with Baum-Weklgorithm, that is based on
the forward-backward algorithm. Second task maynibaele in some ways, but we
chose forward algorithm.\\

Forward Algorithm [18]:

Define forward variablex; (t) as

7 (t){z -1, }bj () @

Backward Algorithm [18]:
Define backward variablg (t) as

B(t)=Y ab, (0. )5t +1) )

Baum-Welch Algorithm [18]:
qz(i’j):a(i)r%bj(qﬂ)ﬁiﬂ(i)_ a(i)%)@(oﬂ) )

PO $3a (i)ab (0.)Au( )

i=1

(6)

=1

Experiments

In experiments we used the image database UMB-Die University of

Milano Bicocca 3D face database is a collectioomoftimodal (3D + 2D colour
images) facial acquisitions. The database is ddailto universities and research
centres interested in face detection or face ratognThey recorded 1473 images
of 143 subjects (98 male, 45 female). The imagesvsthe faces in variable
condition, lighting, rotation and size [19].
We chose three datasets, each consist of 50 parsonder to verify the method,
and for each individual chose two images for leagnind two for testing. The
HMM implemented with parameters N = 10, O = 20. [€dbpresents the results of
experiments.
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Table 1. Results of experiments

Type of asymetry No. of test set Recognition rate [
LN 1 58
LN 2 62
LN 3 60

Average 60
RN 1 58
RN 2 60
RN 3 62
Average 60
LR 1 68
LR 2 70
LR 3 72
Average 70

Table 2. Comparison to other methods

Method Recognition rate [%]
LBP 82
CCA 68
Our 70

Conclusion

This paper presented conception of fast and rougthed for determines 3D
face asymmetry. Presented method allows for fa3@®@rface processing and
recognition because they do not use complex cdlonldor features extraction.
The obtained results are satisfactory in compartsoother method and proposed
method may be the alternative solution to the sthExperiments confirmed the
validity of the concept of 3D face asymmetry, andisi a faster method in
comparison to another. The research results irelibett face recognition with 3D
face asymmetry may be used in biometrics systems.

Keywords:face 3D, facial asymmetry, face recognition
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The subject of considerations are linear systemslgébraic equations of
a tridiagonal Toeplitz type. The subsequent anslysill be restricted to the
systems which have the unique solutions. We areotopare the two methods:
approach based on linear recurrences and Thomastlahg. First of them was
proposed for the general tridiagonal system in {djere the corresponding
recurrence equations are shown. Thomas algorithmels known in literature,
[2,3].
A linear algebraic tridiagonal Toeplitz system fonnknowns has the form

ax +cx =d
bx_,+ax+cx,=d, k2,..,n1 (1)
bx,, +ax = d,

We start with approach based on linear recurremggsh is given in [1]. In

order to apply this method it is convenient to esent system (1) by the
corresponding matrix equation

A, lx=d (2)
where
fa ¢ O 0] % ] [ d, ]
b a c : Xy d,
0O b a c : d
A, = ) X = % d=| °
. . 0y ’ :
: . b a c Xn-1 d,_,
10 ... .. 0 b a| L Xy | | d,

Let us denote b\, the determinant of the matri&,. As we consider the system

which has the unique solution, we must to assuraeWh # 0. It can be pointed
out that first of the presented methods doesn’oisepany additional conditions on
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elements of matrixA,, . Bearing in mind [1] we conclude that in orderdiotain
solution to system (1) we need to solve three timeaurrence equations. We start
with determinant\|, which satisfy second order homogeneous recurregeaation

W, —aW,_, +bcW,_, =0, n>2 (3)

together with initial conditions

W =a,
2 (4)
W, =a“ -bc

Afterwards we calculat¥\* which is the determinant of the matrix obtainesfir
matrix A, by replacing elements of its first column by tleeresponding elements

of the vectord . DeterminantW,* satisfies second order nonhomogeneous linear
recurrence equation of the form

W —aW, +beW, = (-¢)"d,, n>2 (5)
together with initial conditions

{Wlxl = d,

g (6)
Wt =ad, —cd,

At the end we come to the algebraic linear systésgaoations (1). Unknowns, ,

k=1,2,...n of this system satisfy the second order nonhomegesn linear
recurrence equation of the form

CX +ax, +hx _, =d,; (7)

together with initial conditions

X " (8)
X = E(dl - axl)

Now, we go on Thomas method. Bearing in mind [2]agaclude that solution to
system of linear equations (1) can be obtainedvim $teps. Firstly we calculate
coefficientsa,, B, from the system of recurrence equations
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_cC
ba,_, +a
_4d-bg, ’

_bmﬂ+a

a;

i=2..n (9)
B

with initial conditions

a, =-

oo

(10)
e
181 - a

Secondly, we calculate unknows, of the system (1). It can be proved that,
k=12,...n, satisfies the recurrence relation of the form

{m=m

(11)
X :akxk+1+,8k. k=n-1,n-2...1

It can be underline that Thomas algorithm is naitblst in general. It can be
successfully used when the matrk, is diagonally dominant or symmetric

positive definite, [2]. The characterization of kilidy of this algorithm can be
found in [3].

Now, let as illustrate the two above presented @ggres by a certain special
case. To this end let as assume @at3, b=1,c=2,d, =k, k=1....n. So, we

consider the system of the form
3x +2%, =1
Xeq +3% +2X.,, =K, k=2,...,n-1 (12)
Xpg 3%, =N

Solution to the system (12) by using of approacketleon linear recurrences was
presented in [1]. There was obtained the closed for unknownsx,, k= 12...,n

. le)[(l) 2| 1{3] st 22 o B 2 )ﬂ a3)

Now, let us apply the Thomas algorithm in ordestdve system (12). It can be
seen that this approach doesn’t enable to obtaicltdsed form of solution. We are
to implement the Thomas algorithm to the proper pater program, for example
to Maple Let us assume that the number of unknowns in sy%ie) is equal
1000. We write in Maple the following syntax
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n:=1000:

a:= Array([seq3,i =1.n)]):

b:= Array([0,seqlLi = 2.n)]):
c:= Array([seq2i=1.n-10]):
d:= Array([seqdj,i=1.n)]):

a = Array([sedO0, i=1..n)]):
£:= Array([sed0,i =1.n)]):

__di. _di .

1N=-"T=: f]=—2:
al] all] Al all]
for i from 2to ndo
alil:=—— _C[i] :

bli] Lofi —1] +4 1

o dli] -H R
ST R T
end do:
x:= Array([seq0,i =1.n)]):
{n]:=An]:

for j from 1to n—-1do

n-jl:=aln-j]{n+1-j]+[n-|]

enddo:

print (x)

It can be pointed out that we have obtained theesaatues ofx,, k=1,2,...,100(

when we have used the formula (13). The advantdgirsh of the proposed
methods is that it enables us to obtain soluticihéncompact form.

Keywords:tridiagonal linear system of equations, Toeplitz maix, recurrence
equation
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THE EIGENFACES METHOD
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The paper presents one of the algorithm for fadetection and recognition
called the Eigenfaces method. Face recognitioneBystare based on the
assumption that each person has a specific facetwste, meaning any faces
possess characteristic features. These charaictdaatures are calledigenfaces
because they are the eigenvectors (principal coemieh of the set of faces. We
can extract them from the original face image usingthematical tool called
Principal Component Analysis (PCA). The idea oingsPCA to represent human
faces was developed by Sirovich and Kirby in [1d ased by Turk and Pentland to
detection and recognition of faces (see [2] anil [3]

The Eigenfaces method uses the PCA in regard tgdrpeocessing but requires
much more calculation than the processing of siedis data. Therefore the
Eigenfaces method includes a number of modificatidhat adapt the PCA
algorithm to efficiently processing such large ds¢és. Using PCA technique we
can transform any original face image from thenirgg set into a corresponding
eigenface. Recognition occurs by projecting a neknawn face image into the
subspace spanned by the eigenfaces. This subspeaked "face space". Then we
can classify the face by comparing its positiofeice space with the faces position
of the training set.

We assume that any face image consist# gfixels. So we can present any
image as an array &f x N. We may also consider that the face image is towvec
(or point) of dimensionV2. We can reconstruct each original face image ef th
training set as the linear combination of eigenda&d we can say that the original
face image can be reconstructed from eigenfacegeifadd all the eigenfaces
(features) in the right proportion. Any eigenfaepnesent only some features of the
face, which may or may not be present in the oaigiace image. If the particular
feature is present in the original face image tugher degree, the eigenface has
greater coefficient in the linear combination. Qthise, if the feature is not (or
almost not) present in the original face image,aeesponding coefficient should
be smaller (or be equal zero). This means thatotiginal face image is the
weighted sum of all eigenfaces. We can reconsthetoriginal image face from
the eigenfaces exactly, using all the eigenfacémeted from the original image.
But we can also use only a part of the eigenfaldesn we get an approximation of
the original face image. Due to the shortage of pustional resources, it is
necessary to omit some eigenfaces.
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The algorithm of the facial recognition presente¢i] by Pissarenko is as follow:

1. Transform the original images from the traingeg into a set of eigenfacEs

2. Calculate the weights for each image from taining set and store in the $&t

3. Input the new unknown face imakje

4. Calculate the weights for new face im&gand store in the vecti¥y.

5. ComparelWy with the weights of the training s@&, calculating an average
distanceD betweerl/ andWy (the Euclidean distance).

6. If the average distance exceeds a certain thickstalued, we can assume that
the unknown face image X is not a face.

7. Otherwise, the unknown face image X is actualfsce. Then weight vectilry
and the face imagg are stored for later classification.

[ Start 3

f |

Original faces
trainingSet

E = eigenfaces(trainingSet)

|

W = weights(E, trainingSet)

|

Input unknown image X

|

Wi = weight(E, X)

|

D = avg(distance(W Wx))

X is a face X is not a face

|

Store X and Wx
[

C End D)
Fig. 1. Face recognition algorithm. Source: [4].
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THE POLYNOMIAL INTERPOLATION BY THE KRONECKER
TENSOR PRODUCT

Anita Ciekot
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The interpolation formulas by polynomials are aibasd fundamental topic in
approximation theory with many application. The maim of this paper is a new
formula of tensor interpolation by polynomial ofdwariables. The formulas for
interpolating polynomial coefficients are obtainey using the Kronecker tensor
product of matrices.

We consider the quadratic matrices=[ X/ | and Y =[ ¥/ ], 0<i,j<p and

0<k,l<q, then the polynomial tensor interpolation formaden be formulated as
follows

W( X’ Y) = ZOsisp,OskSq @( X Y (1)

where the coefficients, and the cofactorsD[X_l] of the matrix[xi"] are given

[D[X‘i])ij (D[Yk'] )m _

A :Zosjspy%'sq i del{xij] de{Ylk] i

by the formulas

Ty (Koo X)X

= _ -1 7w, —
ZOSJSPMSQ( ) i (Xp—X) EQX - X)()ﬂ _JD..[Q X- >$)
T (Yo %)
Y,

T T M- WOd F

C

Doy = 1T, (xo,..f(j ,..xp_l) )

and 1" =j+l, J7=i+k.
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The symbol Tp_i(xo,..Xj,...Xp_l) describes the fundamental symmetric

polynomial of rank p-1 of the variablesxo,...)A(j Xy, @nd )21. means

omitting the variableX;. We assume, =1.

Keywords:tensor polynomial interpolation, Kronecker product
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Heat transfer processes can be described usirfeptinger and non-Fourier heat
conduction models. The application of the Fourieathtransfer model is not
recommended when the thermal processes procedtkimicro-domain of thin
metal film subjected to a strong laser pulse. Oufieating of the thin metal film
occur the extreme temperature gradients in the ooimad the extremely short
duration of the processes. In this case, the nami€omodels, i.e. the dual phase
lag model (DPLM), are proposed [1].

In the paper, the following heat transfer equa@mgeneral form) in the finite
1D domain oriented in the Cartesian co-ordinatéesyss considered [1]

cp(aT(()tX't)+r aZT(Xt)j=}\(62T( XD+T o' T x)J+Q(X,'[)+Tq—a Cg—tk()(l)

T at? ox? T otox?

whereT is a temperature, p, A denote the specific heat, mass density and thermal
conductivity, 7q is a relaxation time (the phase lag of the haat)flwhile 7 is

a thermalization time (the phase lag of the tentpesagradient),x, t are the
geometrical co-ordinate and time. The funct@x, t) is the internal heat source
which is generated inside the domain, as the effeicthe femtosecond laser pulse
irradiation on the metal film surface (the energyed into the domain interior and
its absorption takes place) and is defined by

_ —2t Y
Q(X,t)z\/%% Ioexp[—g—[{t t pn 0

wherelg is a laser intensityR is a reflectivity of an irradiated surfac&,is an
optical penetration deptf,= 4 In2 and, is a characteristic time of laser pulse.

Depending on the parametexsandzr, three types of Eq. (1) are derived and
discussed in this work:

1. 14 = 0,77 = 0 (the case corresponding to the Fourier-tyz benduction),
2. 19> 0,77 = 0 (the case corresponding to the hyperbolicabati-Vernotte model
for heat conduction),
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3. 0 <1q < 17 (the case corresponding to DPLM and the assumgti@it, < 7 iS
quite acceptable in the case of metals).

Eq. (1) is supplemented by the appropriate boundadyinitial conditions. The
initial conditions are given as

T(x1)_,=T(% and forthe case of > OaTg—tXt) =T,(x) 3)

t=0

while on the boundaries of the domain of thicknesthe adiabatic conditions are
assumed

){aT(m)ﬂ aZT(xt)j

(4)

ox T atox ax T ooatdx

_o _A(GT(XDH 0° T X)J

x=L

In paper, the considerations concerning the exaalytical solutions of three

types of above equations will be presented andudgsd. To obtain these solutions,
the combination of the variables separation metaond the Green’s function is
used [2, 3]. Also, for all types of equations, thmerical solutions based on the
control volume method (CVM) (the implicit, explickind the Crank-Nicolson
schemes) will be presented. From a practical pafiniew, the interesting thing is
the comparison of the numerical results obtainedififerent sizes of meshes with
the results of the analytical solutions of theseagigns.
In the final part of the paper, the examples of potations (the results obtained
using analytical as well as nhumerical solutiond) & shown. The solution results
for different types of equations and for differéimérmophysical parameters of the
considered metals will be compared. Also, the errbetween the exact and
numerical solutions will be presented and analysed.

Keywords:dual phase lag equation, laser heating process, dptcal solution,
numerical solution
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In recent years, a series of metrics began to dpvehat allow the
quantification of specific properties of processdels. These characteristics are,
for example, complexity, comprehensibility, maintility, cohesion and
uncertainty. This work is focused on defining a moek that allows to measure the
uncertainty of process models that was modelle&toghastic Petri Nets (SPN).
Principle of this method consists in mapping the dfeall reachable marking of
SPN into the continuous-time Markov chain and tbeltulating its steady-state
probabilities. The uncertainty is then measuredha&s Shannon entropy of the
Markov chain (it is possible to calculate the utaiety of the specific subset of
places as well as whole Petri net). Alternativéte uncertainty is quantified as
a percentage of the calculated entropy againstrmanrientropy.

1. Introduction and related works

It has been known for long time that within develmmt, the change of
processes are uncertain and interconnected (Hirschman, 1967; Simon, 1972;
Brinkerhoff and Ingle, 1989). Complexity and uneémty have become critical
issue for modelling applications, opening new wiayshe use and development of
models. Increasingly models are being recognisecessential tools to learn,
communicate, explore and resolve the particularscamplex, for example
environmental, problem&Sterman, 2002; Van den Belt, 2004, Brugnach 2008).
However, this shift in the way in which models aree has not always been
accompanied by a concomitant shift in the way inciwimodels are conceived and
implemented. Too often, models are conceived aritl as predictive devices,
aimed at capturing single, best, objective explanat Considerations of
uncertainty are often downplay and even elimindtedause it interfered with the
modelling goals. When modelling and analysing besén processes, the main
emphasis is usually on the validity and accuracyhef model, that means, the
model meets the formal specification and also nmsothed correct system. In recent
years, a number of measures have begun to dewlapling quantification of the
specific features of process models. These chaistate are, for example,
complexity, comprehensibility, maintainability, aence, and uncertainty. The
work is aimed at defining a method that allows teasure the uncertainty of
process models that was modelled using the stochBstri nets (SPN). The
principle of this method consists of mapping thacteable SPN markings into
a continuous Markov chain, and then calculating dtationary probabilities of
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markings. Uncertainty is then measured as the entropy of the Markov chain (it is
possible to calculate the uncertainty of a specific subset of sites as well as the entire
network). Alternatively, the uncertainty index is quantified as a percentage of the
calculated entropy versus the maximum entropy (the resulting value is normalized
to the interval <0.1>). Calculated entropy can also be used as a measure of model
complexity (Ibl and Capek 2016).

Uncertainty

A realistic modelling and simulation of complex systems must include the
nondeterministic  features of the system and the environment. By
'nondeterministic'’ we mean that the response of the system is not precisely
predictable because of the existence of uncertainty in the system or the
environment, or human interactions with the system (Oberman 2001). Fig.1
shows relationship between uncertainty, data and model.

All Possible Futures

s

Uncertainties

Fig.1 Uncertainties, Data and Models (according €aner (2006))

In a measurement, the uncertainty is quantified as a doubt about the result of
the measurement. Measurement device outputs are data displaying information
about the measured quantity. Entropy (or uncertainty) and information, are perhaps
the most fundamental quantitative measures in cybernetics, extending the more
qualitative concepts of variety and constraint to the probabilistic domain. Variety
and constraint, the basic concepts of cybernetics, can be measured in a more
general form by introducing probabilities. Assume that we do not know the precise
states of a system, but only the probability distribution P(s). Variety V' can be then
expressed as the Shannon entropy H:

H(P)=-2_P(3.log A(9
S
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H reaches its maximum value if all states are eqbigble, that is, if we have
no indication whatsoever to assume that one ssataore probable than another
state. Like varietyH expresses our uncertainty or ignorance about yetem's
state. It is clear thad = O, if and only if the probability of a certaitate is equal to
1 (and all other states are equal to 0). In thaecave have maximal certainty or
complete information about what state the systein.i¥Ve define constraint that
reduces uncertainty, i.e. the difference betweerinmal and actual uncertainty.
This difference can also be interpreted in a dgffieiway, as information. Indeed, if
we get some information about the state of theesyge.g. through observation),
then this will reduce our uncertainty about thetaygs state, by excluding or
reducing the probability of a number of states. iftiermation we receive from an
observation is equal to the degree to which unicgytés reduced.

For uncertainty identification is possible to ube tshikava fishbone diagram,
see Fig. 2.

CAUSE EFFECT

[ People (Shooter) | I Material (Ball) | | Method {Shooting Mechanism)

_ Concentration \ _ Grain/Feel (Grip)

=

Aiming Poitit

Bend Knees

"

. Motivation  Adr Pressure

Balance

Size of Ball "

———

LUESi.(iUle‘I{!:i:i

Hand Position

Follow-Through
—————

s Missed
Free-Throws

Rim Size

‘ Rim Height

: — Rim "Play"
- Rim Alignment - Tightness

» 1
i

1

i

1

i

1

TS E Y !
SSE Backboard Stability 1
S € !
Wl {QQ / :
i

|

| Environment {Weather) | | Machine {Hoop & Backboard)

Wind Gusts/Sun/Rain N

Fig. 2 Fishbone diagram (Source: MoreSteam (2013))

Dr. Kaoru Ishikawa developed the “Fishbone Diagraam’the University of
Tokyo in 1943. Hence, the Fishbone Diagram is featjy referred to as an
"Ishikawa Diagram’The diagram is used in process improvement methodse
identify all of the contributing root causes likelyto be causing a problemThe
Fishbone diagram is an initial step in the scregrpnocess. After identifying
potential root cause(s), further testing will becemsary to confirm the true root
cause(s). This methodology can be used on any ¢ypgroblem, and can be
tailored by the user to fit the circumstances.Kahia, K., (1989). The example we
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have chosen to illustrate is "Missed Free Throwkeé (one team lost an outdoor
three-on-three basketball tournament due to midsed throws) MoreSteam
(2013). In manufacturing settings, the categories @ften: Machine, Method,
Materials, Measurement, People, and Environmensehvice settings, Machine
and Method are often replaced by Policies (higkllesiecision rules), and
Procedures (specific tasks).

2. Petrinet

A gentle introduction into Petri nets modelling apgch is made for example by
WoPeD (WoPeD 2005) where Petri nets are describddllaws: ‘Petri Nets are
a graphical and mathematical modelling notatiost fintroduced by Carl Adam
Petri's dissertation published in 1962 at the TmehnUniversity Darmstadt
(Germany). A Petri Net consists pifaces transitions, andarcs that connect them.
Places are drawn as circles, transitions as releisagd arcs as arrows. Input arcs
connect places with transitions, output arcs contranositions with places. Places
are passive components and model the system Jia¢g. can contairiokens,
depicted as black dots or numbers. The currerd sfahe Petri Net (also called the
marking) is given by the number of tokens at each placanditions are active
components that model activities that caxeur and cause a change of the state by
a new assignment of tokens to places. Transitiom®maly allowed to occur if they
areenabled which means that there is at least one tokenagh enput place. By
occurring, the transition removes a token from dapht place and adds a token to
each output place. Due to their graphical naturetri Nets can be used as
a visualization technique like flow charts or blodiagrams but with much more
scope on concurrency aspects. As a strict matheamhatotation, it is possible to
apply formal concepts like linear algebraic equaiar probability theory for
investigating the behaviour of the modelled systAntarge number of software
tools were developed to apply these techniques.

Examples of properties that are widely verifiedReitri's networks are liveness,
boundedness, reachability, fairness, and othergidéion of individual properties
may be analytical (for basic classes of Petri netd)ave simulation character (for
higher classes of Petri nets). The other way ofeligpment was to broaden the
basic definition of the Petri nets so that theirdelbng power complies with
specific requirements. Examples include timed atodhsstic Petri nets, which
allow refinement of individual states changes wildterministic (Dorda 2008,
Zuberek, 1991, Holliday and Vernon, 1987) or statia(Ajmone Marsan,
1990)time considerations.

3. Example

As an example,according (Ibl atthpek 2016), is presented a stochastic Petri
net consists of 5 places and 5 transitions, see3Fighe model contains the
essential characteristic features that are includethe process model. These
elements are, for example, the sequence (e.gsitianT4), AND-split (transition
T1), AND-join (transition T6), XOR (transitions Té&hd T5 or T6 and T3).
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Fig. 3 Example of a stochastic Petri net

The set of all reachable markind¥ M,) of this example Petri net contains
5 markings:

p, 1 0 0 0 0
b, 0 1 0 1 0
p, 0 1 1 0 0
p, 0O 0 1 0 1
p, 0 0 0 1 1

With  consideration of transition firing rates, for example,
A =(A,A,,43,A,,A544), the given net is shown in Fig. 4 as a Markowvirtha

A
(0

ostones
_L A A _L
i) \Q})
A - A

10
\>60011 <«

Fig. 4 Corresponding Markov chain
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The solution of this chain, foA = (5,2,3,3,2,) is stationary probability vector:

[0.0385

0.2692
n=0.1538
0.3462
0.1923

The entropy of the example network can then beesgad by:

H (SPN) = -(0.0385l0g 0 .0385
+ 0.2692lgg 0.2692 0.1538Jog 0.1538
+ 0.3462lgg 0.3462 02Rog, 0.1923F 2.09

Reference limit (maximum entropy) is in this caselag, 5=-2.321¢ The
uncertainty for this particular case is determindsy the relation
~H(SPN)/log,| R My)|, i.e. 2.093/2.321% 0.901. This result can be loosely
interpreted as the fact that the uncertainty ofetkeemple stochastic Petri net (SPN)
reaches 90.15%.

Uncertainty can be then analysed as a respondeatwes in a parameter of SPN,
for example, the number of tokens in the initialrkiag or an adjustment of a
specific parameted OA . In the following is presented an example thawshthe

development of the uncertainty with a differentialimarking. Fig. 5 indicates that

the increasing number of tokens in the initial nmagk(in the place pl) decreases
the uncertainty of SPN.

4 N\
=
[a
<
£
©
c
D
Mo(p,)
g J

Fig. 5 Uncertainty vs. number of tokens
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4. Conclusion

Measurement of uncertainty can be an appropriaté for assessing the
relevance and the predictability of process modeid, thus serve to more effective
managerial decision making. The degree of unceytam the process model is
directly dependent on two main indicators. Thet isghe number, the ratio and the
distribution of specific elements (OR, XOR, AND,dBhOOP) in the model. These
elements provide branching, synchronization andesym the model, and thus are
the main building blocks of process models thapstits specific structure. One of
other approaches to the measurement of uncertairthe process model (Jung et
al., 2011)is based on quantifying the entropy afiplasubstructures of the model
at different levels of abstraction. However, thigp@ach takes into account only
static structure of the model and does not take @acount dynamic component,
which can be expressed in Petri nets using tokens.

Keywords:uncertainty, entropy, modelling, stochastic Petri ets
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The phenomena of failure and fracture of mateda¢ésa complex collection of
phenomena in science and engineering. For the mezfsine disorder in materials
and their inherent nonuniformity, the failure preses of real materials usually
cannot be described by simple linear equationsrefbie, statistical models are
widely used to study the fracture and breakdowncgsses. One of the most
important theoretical approaches is the fibre baindbdel (FBM) [1-2], which
illustrates a stochastic fracture-failure processglisordered materials subjected to
external load. The crucial aspect of the FBM isoadl transfer rule which is
responsible for the mechanism of redistributiotoafd carried by the broken fibres
(elements) to the intact ones. The load sharingsrd@an be divided into two
extreme classes: global load sharing (GLS) and lloeal sharing (LLS). In the
GLS model, long-range interactions are assumed #seaintact elements equally
share a load of a failed element. The LLS modalesgnts short-range interactions
— the load from the destroyed element is redistedblonly to its nearest intact
neighbours. Both of these rules are idealised casesce Pradhan et al.[3]
proposed mixed-mode load sharing rule and explibfed one-dimensional case.

In this work, using the mixed-mode FBM, we analglamage processes in
arrays of vertical nanopillars distributed on a #abstrate. Pillars are located at
sites of two-dimensional lattices. Only regulamaagements are analysed.

Consider an array oN longitudinal pillars subjected to an axial extertuald.
The existence of defects in actual materials pkyey role in the mechanical

response of materials under load. Hence, pillmngnh-thresholdsrt‘h, i=12..,N
are quenched random variables distributed accotdiigeibull distribution:

P(g,)=1- exp{— (%jp} . (1)

The mixed-mode load transfer is as follows. Wheillar fails, fractiong of its
load is transferred locally and the redt—(g fraction) is distributed globally.

Therefore, the mixed-mode load sharing is an imietpn mechanism between the
GLS and LLS —g =0 corresponds to the GLS rule amp=1 represents pure

LLS rule.
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Loading process is realized by two different (bisbaequivalent) procedures:
sudden loading (application of finite force) andagjustatic loading. These two
loading ways allows us to find crossover betweers&gime and LLS regime. In

order to find crossover we study critical loads = F,/N and probability of
breakdownR, under given load.

It is known that for the GLS ruler, follows normal distribution, while for the
LLS rule the distribution ofo, can be well fitted by the skew normal distribution
(SND) with cumulative distribution function:

P(a,) =%erfc(—%)— ZT(J—;){ ,aj. (2)

SND is a generalization of normal distribution foron-zero skewness.
Distributions of g, have been fitted to SND for different values @f We have
observed that values af are significantly closer to zero fag < 0.6 than for

g = 0.7. In addition, forg = 0.7 all values ofa are negative. This suggest that
for the g< 06 the GLS mode dominates and for tlge= 0.7 short range
interactions dominate, whilg [] ( 0.6,0.7) constitutes crossover.

Keywords:array of pillars, load transfer rule, probability a nd statistics, crossover,
critical load
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The mechanism of in-flight navigation during theasenal movement of
migratory birds has been puzzling researchers ftong time. Since the early
1970s, there is evidence that birds are able tahesEarth’s magnetic field as their
compass [1]. At present, there is a prevailing igpirthat there are two types of
magnetodetection: based on iron-containing strestuin the beaks like for
a homing pigeon or based on a chemical sensoranbitd’'s eye like for the
European Robin [2]. In the latter case, therehiy@othesis that these birds exploit
the guantum correlations to navigate in Earth magrfeeld. This phenomena
could be based on magnetically sensitive chem@aaitions in a bird ey&ut how
can it be reconciled with the facts thasagtum effects, like superposition and
entanglement, are easily destroyed by interactitim thve environment?

Generally, quantum phenomena have been observed s&mperatures in both
microscopic and macroscopic systems. Presentbgeins that the effects can also
occur at high temperatures if the systems are mathérmal equilibrium [3].
Decoherence due to contact with a hot environmgpically restricts quantum
phenomena to the low temperature lirkél/gusB<« 1 (QueB is the single particle
Zeeman energy whegeg is the Bohr magnetokg is the Boltzmann constant, and
g is the Landé g-factor). But when a system is mothiermal equilibrium, the
temperature no longer provides the relevant enscgig!

The main parameters of the Earth’s magnetic fégkel inclination, declination
and total intensity. The intensity is relativelyryaveak varying from
about 30uT near the equator to about AT at the poles. But the avian magnetic
compass was found to be an inclination compassdbasethe inclination of the
Earth’s magnetic field lines instead of pointinghtarth or south.

In 2000 Ritz et al. proposed a comprehensive modgl chemical
magnetoreception, so called, the Radical Pair M@l European Robis are
supposed to have a (blue) light-dependent magm&iimpass based on the
photochemical creation of radical pairs (two eleetr located on different
molecules) in photoactive pigment. It was propabed the retinal cells of the bird
eye seem to be the most suitable locations for rdtkcal pair mechanism.
Chemical reactivity of the radical pair is detergdnby the relative alignment of
the two electron spins at any given time. Befordioa pair of electrons
recombines their correlated spins are in the sséipn of singlet (SI) or triplet
(TR) states. While both electron spins interachwiite Earth’s magnetic field, one
of them additionally interacts with a nuclear spimich leads to differeribcal spin
environments. Due to it coherent quantum oscilletibetween entangled singlet
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and triplet states appear and, moreover, their éugdution is very sensitive to the
inclination of the molecule with respect to the tha magnetic field. Therefore,
one can expect that the rate constagtandkrr related do the decay of both states
into a singlet or triplet stathave different values, leading to different relativ
concentration of product statek turn, a different concentration of both cheahic
products may modulate either sensitivity of phatepors or affect the light
response of some cells. As a result light respofmeas different parts of the retina
would be different depending on alignment of a photive cell relative to the
magnetic field vector. In this way a visual pattefrlight and shade, appearing in
the bird's field of view, provides orientation infieation.

The predictions of the radical-pair mechanism aomsistent with many
theoretical [5,6,7] anéxperimental resultd-or example, it has been verified that
a very small oscillating magnetic field can disrthg bird’s ability to orientate [8].

The duration of quantum entanglemanthe bird’s eyds surprisingly long. It
demonstrates that the evolution has preserved gpmangffects to ensure
optimization of some biological functions criticébr survival [9]. It is also
believed that the quantum avian compass can prawedoundation for a new
generation of selective magnetic-sensing nano-dsvic

Keywords:quantum mechanics, biological systems, model of @i magnetoreception
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In this paper we present the definition of totatiaton and show the most
important properties and applications of boundethtian functions. The concept
of bounded variation functions was first introducdy Camille Jordan
(1838-1922). Many other mathematicians expandedissiue and showed a lot of
applications of bounded variation functions in elifint fields of mathematics,
i.a. calculus of variations, geometric measure ryeanathematical physics.
Moreover, functions of bounded variation have aewiénge of applications
in calculus, particularly in Riemann-Stieltjes oa!.

Definition 1

Let f be a function defined on an interval, b]. Let us part the given interval
as follows:a = x5 < x; < -- < x,, = b and determine the quantity

WP (f) = sgp;v(xi) — frDl,

where the supremum runs over all finite partitioddsof the interval[a,b].
The quantity,? (f) is called the total variation ¢fon the intervala, b].

Definition 2
If W2(f) < oo, then the functioif is said to be of bounded variation [enb].
Properties of bounded variation functions:

1. For any BV function we have

If(b) — fF@] < WL ().

2. A function of bounded variation on an interJal b] is bounded on the
given interval.

3. Asum, a difference and a product of bounded vandtinctions is
a function of bounded variation.

4. Let f:[a,b] > R be a function of bounded variation and kg€ R.
Then a functiortf is a function of bounded variation too. Furtherenor

Wab(lf) = MlWab(f)-
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5. A total variation is an additive function of theéenval[a, b], i.e.:
WL(f) = WE(F) + WE(S), wherea < ¢ < b.

6. If a functionf(x) is bounded variation function on an interjalb], then
for anya < x < b a total variation

g(x) = Wg' (f(©)
Is a bounded and increasing function of variable

In the further part of this work there are criteioa existence and uniqueness of
bounded variation functions, relationship betweancfions of bounded variation
and the other classes of functions (continuous tioms, monotonic functions,
lipschitz functions) and applications of boundedat#on functions.

Keywords:mathematics, functions of bounded variation, totalariation
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In order to achieve the desired topology we oftave to remove material of the
area considered. This work presents the authggsitim which can be used in the
reconstruction of the boundary of domain after glation of a certain amount of
material. The paper presents some details congeoneating holes inside the area
and removing the nodes. The topological-shape théatysimethod for the Laplace
equation is used to obtain an optimal topology, nehe numerical methodology
utilizes the boundary element method [1-4]. Theotogical derivative gives the
information on the opportunity to create a smallehim the domain of interest.
Wherever the value of topological derivative is lewough, the material can be
eliminated. On the holes created via topologicaivdéve, the Neumann boundary
condition is prescribed.

In order to find the desired optimal topology o€ thomain considered, the iterative
procedure is used.

To check the effectiveness of the proposed alguoritithe example of
computations is presented. The Laplace equatiopleamented by the boundary
conditions is taken into account (Fig. 1). The squomain of dimensions &Q.1m
is considered. Thermal conductivity equetsl W/(mK). The boundary conditions
are marked in Figure 1.

A X I =0
re 0.02 54 008 0.1 r4
01 01
T=100 T=100
0.08 0.08
I I3
q=0 a=0
0 >
0 0.04 0.06 0.1 y
rz T=0

Fig. 1. Domain considered

The final result is obtained at iteraticr21, as can be seen in Figure 2.
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Fig. 2. Final result

The obtained results of the study show good agreemeth the available
literature.

Keywords: Laplace equation, boundary element method, topologal derivative, heat
transfer
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The goal of this paper is to create an optimal shaipthe 2D domain that is
described by the Non-Uniform Rational B-Splines RRE) curves. This work
presents a method based on the topological deré/&ir the Laplace equation that
determines the sensitivity of a given cost funciithe total potential energy) to the
change of its topology. The local value of e is defined as follows

D, 09 = im (@2) ¥/

-0 f(g) (1)

wherey/(Q) and ¢/(Q,) are the cost functions calculated for the origaind the
new domainQ,, respectively, andf is a regularizing function. In this work, the
definition called the topological — shape sendifiviethod is adopted

DT (X) - I|m l//(Qé‘+d€‘) _w(Qe)
-0 f(e+3)-f(e)

(2)

where d¢ is a small perturbation on the radius of the hole.

Topological optimization is a mathematical methbdttallows one to find an
optimal material layout of a domain, such that atdanction gives its optimum
value after optimization under given constraint@t®ial is removed by creating a
small hole that appears in the optimization proc€ke topological derivativeD)
indicates the position in the domain of interestemgha hole should be formed.
WhereverDr is low enough, a hole is created [1-4]. In the apgnthe Neumann
condition is taken into account. As a numericalrapph, the boundary element
method isconsidered in its direct version [5,8[he boundary of the domain is
described by the NURBS curves which are commongduser representing and
designing a shape in numerical implementation [7].

The following numerical example is considered
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x0Q,: AD*T.(X=0
xOMp : T.(X)=T,
0T.(X)
xOry: —A—F—=
N an %
x0rg: 22X g1 (9-1)
on
T, (¥ _
xOH,: -A—X~=
P o &

where Q, be the domain with a small hobe= (x1, x2) are the spatial coordinatés,

[W/mK] is the thermal conductivityT.(X) denotes the temperatu@l. /on is the
normal derivativen =[cosn;, cosiz] is the normal outward vectol, and gy are
known as the boundary temperature and heat flepecively.T. is the ambient
temperature and [W/m? K] is the heat transfer coefficient. On the hdtescreated
via Dr, the Neumann boundary condition is prescribed.pteposed approach
confirms an effective the BEM coupled with the NURRBurves and th®r
implementation for the design of an optimal topglaf the domain considered
applied in the heat transfer process modelling.

Keywords: Laplace equation, boundary element method, topologal derivative,
NURBS curves
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This paper discusses some of the issues related to the implementation of the
software which is responsible for the gait generation process for simple four-legged
walking machine. It has been suggested to use additional software elements,
include those which allow to track the position of the key points of the structure
during its movement and to use of collected data to implement the appropriate
correction factors. The analysed quadruped walking machine is shown in Fig. 1.
The main functionality of the additional software module was based on methods
and algorithms related to image processing and analysis. The vision analysis was
conducted in two steps. The first step was focused on the study of the correctness
of transfer of motion by the system of links used in the limbs of the robot. While
the second one was responsible for verifying the movement of the whole machine.

Fig. 1. Design of the analysed quadruped robot

The gait generation process of the any walking machine is closely related to its
type. The parameters that allow its appropriate movement are selected depending
on the number of limbs and the type of gait. In the case of simple walking
constructions, the basic gait type is creep, also referred to as mechatronic walking.
In general, these names refer to the gait of each device, whose construction is
always supported by min. N-1 limbs during its motion [1].

During the integration of software responsible for gait generation process with
the real model of robot often discloses the influences other factors such as
uncertainty in robot construction or the complicated geometry of the limbs [2]. One
of the key factors that can interfere with the robot gait generation process is for
example, type of connection of the control motors with degrees of freedom [1].
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The methods and algorithms provided by the Openi{@€ovlibrary were used
to identify the motion parameters and the irregtiéer that occurred during it.
Software module that was implemented allows codjpgravith both the already
registered video material and that the intercepiedreal-time. Its basic
functionality is primarily associated to findingetlturrent position of the specific
points of the construction. The additional elemeate responsible for the
transmission of data information and the factorswated on the basis of their
value to control system of machine. The schemafpecasentation of this process is
illustrated in fig. 2.

CONTROL MODULE ANALYSIS MODULE
2. Capturing video
pre-set 1. Controlling HhgLmmo
62 — servo motors . ﬁ
— — &7 —
.
+

e

3. Detecting the position

initialization / finalization the process of the key points

of calibration for a given value of 82 N 7

¢

Y

4, Calculation of the real

$j value of the angle of 82

| read
B2

Fig.2 The schematic representation of additionfihswe

In order to simplify the process of identifying teelected points, each of them
was accompanied by additional marker with a unwpler. During the work on the
implementation of software it was decided to use @AMShift (Continuously
Adaptive Meanshift ) algorithm as a method thatesponsible for tracking the
displacement of the key elemenBue to the fact that the CAMShift algorithm is
based on the definition on finding of local extreméhe density distribution of the
data set, the basis for object detection is itoorcachnd more specifically, the
histogram that was built for its color space [3,. 4An accurate theoretical
description of the algorithm, its mathematical degencies, and assumptions about
the use of the histogram as one of the simplestigeastimators have been fully
explained in many publications, see [3, 4, 5, 6].

In the first phase of the tests the correctneshefingles obtained by the joints
of the robot was verified. At this step, the valudsthe angles given by the
software which was controlled the movement of theblwere compared to the
values obtained by the joints in fact. The resoitthe tests are shown in Fig. 3a. In
order to eliminate any discrepancies, the softwiaaéwas used has been extended
to communicate with the control system of walkingamine. Its functionality was
based on the feedback loop mechanism, which atflasignificant correction of
the results, as shown in Fig. 3b.
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Fig. 3. The relationship between the pre-set aad w@lue for joint variablé2 (knee
joint of the structure), a) before correction, figacorrection

Further analyzes was related to video feedbaadt tzsseorrect movement of the
whole structure. The research was based on theolusgpropriate correction
factors to ensure the maintenance of the spedaifietion by the quadruped robot.
In this case, the specific points which were tnagkvere located on the back of
the construction.

Keywords:image processing, CAMShift, quadruped robot
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Parsing expression grammars (pegs) is an alteenatitation to BNF [1]. The
basic difference between these notations resutisy fthe way, in which the
alternative is implemented. In the case of the ipgrexpression grammar
alternatives are ordered. Prior alternatives hakglaer priority in choosing from
later ones. In this way, the description of languagsing pegs is always
unambiguous. By using pegs it is possible desaibihthe context-free languages
and even some context-sensitive languages.

The parsing expression grammar can easily be atmusinto a parser by using
the recursive descent method. However, there isohlgm with backtracking.
When one of the alternatives fails, it is necessargonsider the next one, which
may require a recalculation. It is possible to gppiemoization of previous
calculations, thus reducing the computational cexip}t to linear [2]. It is also
possible to make pegs using a parser machine [3].

Translators using parsing expressions have beerleingmted in many
programming languages, including C++ [4,5,6]. C+mplementations use
templates and overloading operators. In this wag, description of the language
are implemented directly in the code of the trawslarogram. However, there is
a problem with the understanding of the descriptiince it needs an adaptation
the notation of parsing expressions to C++ syntaxaddition, the compiler
messages associated with advanced metaprogramamrngeoobscure.

The implementation described in this article is dshson converting the
specification language script to the C ++ sourcdecdrhis way, the language
description is clear and can be build high perforoeaparser. By separating the
description of the parser from its executable faempossible to support the
language designer with the tools built into thecffmation language translator.
The generated parser code is syntactically corsecthe language designer does
not need to look C++ compiler error messages. Tdreated code can include
optimizations related to the advanced capabilifeS++.

Keywords:parser generator, parsing expression grammar, higperformance, C++
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In this talk we present some results from repredmt theory of right
hereditary tensor algebras of bimodules. The metluidepresentation theory of
such algebras allows to classify right hereditagmiperfect semidistributive
(SPSD) rings of bounded representation type.

We considerO-species that are a special case of species amtmaduced by
Yu.A. Drozd [3]. Let {O} be a family of discrete valuation rings (not essarily
commutative) with Jacobson radicdl and skew fields of fractionB; for i =
1,2,...k oraz {D;j} a family of skew fields foj = k+1, ...n. Then we can form a@-
speciesQ = (A, iM;), where allAi = H, (G)are prime hereditary Noetherian

semiperfect rings oA, and alliM; are(;& —;&j) -bimodules, as shown in [4]. If

all skew fieldsD; (fori =1,2,...n) are the same skew fieldl an O-species is said to
be O,0)-species.

With an O-speciesQ we can associate the quiviefQ) as the directed graph
whose vertices are indexed by the numberd, 2,...,n and there is an arrow from
the vertexi to the vertey if and only if iM; # 0. We also associate a tensor

algebraT(Q) to anO-speciex2 = (A, iM)) in the following way. LetB = I_| A,
1=1

andM =0 ;M,. ThenBis aring and is a B,B)-bimodule. Then the ring

i,j=1
Ta(M)= 0T,

whereTo =B, andTi+1=Ti g M (i > 0) with component-wise addition and the
multiplication induced by taking tensor productscalled the tensor algebra of the
species Q. We study the connections between the repres@msaof O-species
and modules over the corresponding tensor algéleagive the conditions on
(D, O)-species and right hereditary tensor algebf&®) to be of bounded
representation type in the sense of R.B. Warfield6] and V. Dlab, C.M. Ringel
[1], [2]. We give the description of suclD,)-species in terms of Dynkin
diagrams and diagram with weights similar to [4f ¥so study the connections of
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such D,0)-species and tensor algebras with right heredi&$D-rings and give
the description of these rings of bounded represient type.

In this talk we discuss the solving matrix problemwgr discrete valuation rings
and skew fields, which are a generalization of mairoblems considered in [7].
These matrix problems, i.e. the problems of redyeiriamily of matrices by some
family of admissible transformations, arise in ti&ural way as in linear algebra
in studying the representations &f,Q)-species and modules over tensor algebras.
The solving such matrix problems considered inig]the main method to obtain
the results of our talk.

Keywords: representation theory, tensor algebra of bimodule,species, hereditary
rings, mixed matrix problems, discrete valuation rngs, rings of bounded
representation type
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This study discusses the geometrical model of armary stent with known
design and strength analysis using the finite eldmeethod. The coronary stent
model was made of platinum and chromium alloy. iStanalysis based on
compression of the coronary stent was also perfdrifiee aim of the analysis was
to examine strength of the stent structure. Thedystanalyzed stresses,
displacements and plastic strains after applyimgrastant load to the stent walls.
The mechanical phenomena such as percentage degfeeshortening
(foreshortening), relative narrowing and area oénstcovering were also
determined.

One of the biggest successes in the field of imeasiardiology was to use
endovascular implants termed stents. These impketslesigned as small metal
wirings with cylindrical design. They are implantecthe location of the narrowed
coronary artery in order to expand it and supguetdrterial walls [1].

Compared to stainless steel (surgical steel 31flgtinum-chromium alloy
used in this study allows for a reduction in begdiasistance and has better fit.
The PtCr alloy is characterized by greater dergitypared to surgical steel 316L.
Therefore, it is more visible in X-ray images désmmaller components in the
stent. Studies have also shown that stents magéatiium-chromium alloys are
faster covered by the neointima. Its flexibilityoas for easier movement through
the arteries without causing damages.

Conditions that characterize endovascular implargs
- longitudinal shortening after expansion of the sisrmpresented as a percentage

degree of shortening. The dimensions of the steamsbe modified (shortened)
during stent implantation, which has an effect dwe tfinal stent length.
Knowledge of the shortening parameters is usefghimosing the adequate stent
length and using it in the right position in huntady [2].

_Lload

Foreshortening = L -100% (2)

where:L —initial stent length[!°4¢ —stent length at the highest loaded.

- relative narrowing (normal strain) - narrowing thie stent diameter caused by
compression related to its initial diameter. Itlefined as:
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Do-D
Dy

Relative narrowing = (2)
where: D, — initial stent diameter before compression, D - fimallest stent
diameter after compression.

The geometrical model of the stent was developétyute SolidWorks 2014
software. With regard to its shape, the stent imlmered among net stents. A solid
grid composed of 91052 nodes and 35711 elementscvested for the stent
model. The coronary stent model was made of platijmd chromium alloy. In
order to perform numerical analysis, apart fromadkepted material properties, it
is also important to define boundary conditions: #his purposes, the stent model
was fixed at its two ends. It is necessary to redtne initial diameter of the
implant in order to ensure proper implantation lué stent in the position of the
artery narrowing. Furthermore, an insignificantnoédier reduction protects from
the possibility of removing from the catheter sogaThe aim of the study is to
evaluate the stent compression strength. It waptadahat the surgeon acts with
a specific force on the external stent surfacerdfoee, the stent model was loaded
on both ends with the force of 10 N on four extémvalls. Stent model with
applied forces and fixation is presented in Fig. 1.

Fig. 1. Stent model with applied forces and fixatio

The statistical analysis performed using the fimklement method allowed for
evaluation of stent strength. The stent structut@ish are the most exposed to risk
of damage during model compression were demondtratee study showed that
an important aspect of stent design is adequatecehaf material and model
geometry.

Keywords:computational mechanics, FEM, mathematics, PtCr st&, SolidWorks
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Presented paper includes a theoretical considasatiand a results of
a numerical simulations concerning the issue dfildia of slender geometrically
nonlinear column with an element of variable crssstion subjected to the
follower force directed towards the positive polehe study focused on the
influence of rod of variable cross-section on thalue of bifurcation load
corresponding to the loss of rectilinear form atist equilibrium of the considered
system. Within the framework of the numerical siatighs a phenomenon of local
loss of rectilinear form of static equilibrium wasalysed.

Geometrically nonlinear column is built of threaspmatic rods [1] connected
by an element ensuring an equality of deflectiond angles of deflection at the
free end of the system. Giving the assumption afdmand constant total flexural
stiffness of the column, a distribution of flexurstiffness is described by the
coefficient of asymmetry of the flexural stiffnegslefined as follow:

p= B @

> (EJ),

k=1

In a target system of the geometrically nonlineduimn with the nonprismatic
element analysed in this paper, the rod of lonexutal stiffness was replaced by
the rod of variable cross-section and the samévotame resulting from the value
of coefficient of asymmetry of the flexural stifsew. The variable cross-section
was modelled by division of the rod intoprismatic segments of identical length
and variable width, whereas an approximation ofsfh@pe by means the of linear
function and a polynomial of degree 2 is considefdw columns were subjected
to the follower force directed towards the positpae which is one of the cases of
specific load defined by L. Tomski [2].

O the basis of a such defined physical model ofghemetrically nonlinear
system with the element of variable cross-sect@riptal potential energy was
determined. Taking into account known a priori tbeometrical boundary
conditions and the geometrical continuity condisipa differential equations of
displacement were determined as well as missingralaboundary conditions and
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continuity conditions. Due to the existing in the system geometrical nonlinearity,
the boundary problem was solved using the small parameter method [3]. Taking
into consideration the determined equations describing the analysed system,
a numerical programmes enabling the analysis of the stability of the column were
developed.

vir)

@ Ln@ b "
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R ’ ; :
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Fig. 1. The physical model of the system underfdliewer force directed towards the
positive pole a) the geometrically nonlinear coluimnthe geometrically nonlinear
column with the element of variable cross-sectipthe model of the nonprismatic rod

Within the numerical calculations, an influence of rod of variable cross-section
as a component of the geometrically nonlinear column with the nonprismatic
element on the value of the bifurcation load corresponding to the loss of rectilinear
form of static equilibrium. The phenomenon of an ‘exit’ from the region of the
local loss of rectilinear form of static equilibrium was also analysed.

Keywords:slender system, specific load, nonprismatic, staltiy

References

[1] Tomski L., Uzny S., Drgania swobodne i stateézZmespornikowych kolumn geometrycznie
nieliniowych poddanych obgieniu swoistemu, rozdz. 6: Drgania swobodne i sras¢
obiektéw smuktych jako uktadéw liniowych lub niglinvych, praca zbiorowa pod kierunkiem
naukowym i redakej Lecha Tomskiego, Wydawnictwa Naukowo-Techniczneard¥awa,
2007, pp. 173-218.

[2] Tomski L., Uklady smukie w aspekcie konserwatywneégtiekonserwatywnego ohgienia
czynnego | biernego, rozdz. 1: Drgania swobodneateszné¢ obiektow smuklych jako
uktadéw liniowych lub nieliniowych, praca zbiorowsd kierunkiem naukowym i redakcj
Lecha Tomskiego, Wydawnictwa Naukowo-Technicznerd&va 2007, pp. 17-46.

[3] Szmidla J., Drgania swobodne i statecéZnaiktadow smukilych poddanych obzéniu
swoistemu, Wydawnictwo Politechniki €#tochowskiej, Seria Monografie, nr 165,
Czestochowa 20009.

74



Mathematical Modelling in Physics and Engineering

ON TWO-PARAMETER FELLER SEMIGROUP WITH
NONLOCAL CONDITION FOR ONE-DIMENSIONAL DIFFUSION
PROCESS

Bohdan Kopytkd, Roman Shevchuk

linstitute of Mathematics, Czestochowa Universityeaftifology,
Czestochowa, Poland
2Vasyl Stefanyk Precarpathian National University,
lvano-Frankivsk, Ukraine
bohdan.kopytko@im.pcz.pl, r.v.shevchuk@gmail.com

We consider the problem of construction of Fellemgroup associated with
one-dimensional inhomogeneous diffusion proces& wiembrane placed at the
point, which location on real line is determinedthg given function that depends
on time variable. It is assumed that at the integpimints of half-lines separated by
membrane the desired process coincides with theard diffusion processes
given there and its behavior at the common boundbtlyese domains is described
by the nonlocal Feller-Wentzell conjugation coralitiof non-transversal type
[1-3]. This problem is often called the problempafsting together two diffusion
processes on a line [4, 5].

The study of the problem is performed by analytinathods. Such an approach
allows to determine the desired semigroup by meainshe solution of the
corresponding problem of conjugation for a lineargbolic equation of the second
order (backward Kolmogorov equation) with discontins coefficients [4-6].
A classical solvability of this problem is estahksl under the assumption that the
equation coefficients satisfy the Holder conditwith nonzero exponent, the initial
function is bounded and continuous on the wholklme@and the parameter which
characterize Feller-Wentzell conjugation conditiomd curve which determines the
common boundary of domains where the equationvesngsatisfy Holder condition
with exponent bigger than %. In the course of itigasion of the problem we use
the fundamental solutions of parabolic equationd heat potentials associated
with them [4-9]. As a result of their applicatiomet problem formulated above is
being reduced to the system of two integral singafguations of Volterra of the
second kind which solution is obtained by the mdthof successive
approximations.

Note that the similar problem was considered earti work [6] in case the
membrane was placed at a fixed point of the res. IWe also mention works
[10, 11] where the results concerning the probldntanstruction of diffusion
processes with jumps at points of the boundarhefdomain were obtained by the
methods of functional [10] and stochastic [11] gB&l.
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The subject of this consideration is an analysithefeffect of fractional order
of time-derivatives occurring in fractional heatndoction models on the
temperature distribution in a composite consistofginner solid sphere and
a spherical layer (Fig. 1) [1]. The time-fractiorfedat conduction is governed by
the following differential equation

izi rZﬂ =——1 i=12 Q)
reor o) a

where A is thermal conductivity,a is thermal diffusivity anda; denotes the
fractional order of the left-sided Caputo derivativith respect to time.

Fig. 1. A cross-section of the sphere under conafiba

We assume the condition at the centre of the sgfidere, the continuity
conditions at the interface, the Robin boundarydd@m on the outer surface and
the initial condition in the following form

[T(0,0) <e0 )
T (0) =Ta(rt) @

-4 ﬂ = -5 ﬂ
AlDRL ar (rllt) /12D RL ar (rl't) (4)
2.0 (0 =2 (T.()- T (1) Q
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T(r,0)=F(r) (6)

where T, is the ambient temperaturg, is the outer heat transfer coefficient and
B, denotes the fractional order of the left-sidedniian-Liouville derivative.

To obtain the fractional equation with a constamdfficient, we introduce new
functionsU, (r,t) given by the formula

U (r)=r (T ()T (), =12 7

The boundary-initial problem (1-6) for functioh (r,t) was solved under so
called mathematical formulation, = 3, =1 and physical formulation £ =a,,

B =a, [2].
An analytical solution of the time-fractional heainduction problem under
mathematical conditions for; =a, =a was determined by using the method of

variables separation, in the form of appropriateefuction series.

A solution of the considered problem under physhm@indary and continuity
conditions was determined by using the Laplacestaam method, using of the
Gaver algorithm to numerical inversion of the Lajgldransform.

The effect of the order of the fractional derivativon the temperature
distribution in the sphere has been determined nicaiky.
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Object recognition in time-varying images is nowagidly evolving field of
image processing. Detection of reference objects éomplex image is thought to
be the basis of modern autonomous systems, edpeitiathe automotive and
military industries. Such a operations are comgled difficult to perform, and at
the same time they require a high degree of réitigbivhich is often associated
with the life and health of the person. Unfortuhatguality of the examined
images are have high impact on detection efficigd¢y2]. The conditions under
which the pictures were taken are very significg8jt Particularly important
elements are included difficult lighting conditignshanging resolution (image
accuracy), and image scaling and rotation. Thesmezits are always present in
time-varying images being analyzed in real timeerEfore, the purpose of the
work was to investigated how big influence they k@@l mentioned difficulties on
detect key elements in subsequent frames of thedik. Because of the need for
real-time image analysis (e.g., motion detectiom imoving mechanical vehicle),
the complexity of time algorithms is also shown.eDw the large number of
complicated numerical calculations, it is often rdical element of recognition
systems.

In order to carry out the research, a referencgémwith the object of interest
and images containing the sought object was prdpdiee set of search images
were consisted: images with photometric deformatiomifferent luminance,
images of different resolutions, images with gesivedeformations - rotation,
offset and scaling.

The analysis involves is of algorithms for consting: descriptors used: Fast
Retina Key point (FREAK) algorithm [4] and SPEEDEI»® ROBUST
FEATURES (SURF) algorithm [5, 6]. These are faimew and effective
algorithms in relation to older solutions such d&TS[7]. Both methods are
characteristic descriptors built for key elemeRtssitions of key points must be to
set in advance. That's why, the FREAK algorithnbdased on the characteristic
points defined by the Harris & Stephens methody8jije the SURF algorithm has
its own method. For both methods the input imageevprepared in the same way
- they were converted into monochrome [9], and mexte them normalized to the
scope 0-255 [9].

The last step was to carry out the proper detedbiased on the obtained
descriptors in the first method and second metlkamt. a built base was done

79



Mathematical Modelling in Physics and Engineering

comparison: detection of points of interest, sensitto changes in perspective,
sensitivity to lighting conditions, influence of dlayround texture and object
sought on search precision were compared. Forrtalyzed cases, graphs of the
dependence of the search efficiency on the scalegeh and extraction time on the
number of characteristic points were also deterchine

Keywords:corner detection, object detection, feature detecin, descriptors
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Boolean, propositional satisfiability is one of rmamportant NP-complete
problems [2]. It is well known that there is no @lighm that efficiently can solve
all formula valuations instances. Generally it iidved that there is no such
algorithm at all. However a lot of rather big prsjiimnal formula can be solved
surprisingly efficiently. This is because a humbgspecially designed algorithms-
programs in this area have been proposed and g¢meeldhese algorithms are
called SAT-solvers. Most of them are some versadriee DPLL algorithm [4].

In this paper we investigate an approach to SAEthasyptanalysis for some,
distinguished symmetric cryptographic algorithmiBeTnain idea of this approach
Is translating the whole given cipher directly into boolean formula. Some,
distinguished propositional variables in this fotenurepresent a plaintext,
a cryptographic key and the corresponding ciphertespectively. We can take
a randomly chosen plaintext and a key, and using-SAver compute the
corresponding them ciphertext. Now, if we have a@irpéxt and its ciphertext, we
can use a SAT-solver to search for the valuatioradfbles that represents a secret
key. This method can be optimized and computatansbe parallelized [1]. In this
work we show what three well known symmetric-kepdid ciphers: the Feistel
Network, the DES algorithm and the Blowfish carebeoded and investigated.

The simplest example of used ciphers is a Feisgdvbrk. It is a symmetric-
key block algorithm widely used as a design prilecgd many symmetric ciphers,
including the famous DES. Its algorithm has theaadage that its encryption and
decryption procedures are very similar, requiringyoa reversal of the key
schedule. FN is an iterated algorithm which is exed many times on the same
input.

A given ciphertext Ri.+1,Ln+1) is decrypted by the following computations
Lh+1 = Ry, R = Ln 0 Ry O Ky ,whereD denote a well known XOR operation.
It is easy to observe that the following equatishews that Feistel cipher can be
easily decrypted®, = Ln+1, Ln = Ros1 O Lnea O Ky .

The second equation can be proved from the follgyioperties:

Rt O Lot OKn= Lo R OKnO Lyss D Ke= Lo DR O Ky O R O Ky =
= LaO[(Ry O Ky) O (R OKy)] =Lo0 O=L,,

where@denote a string consisting only 0 bit.
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In the following example we show how we can encodeunds of Feistel
Cipher into a propositional boolean formula. We sidar the Feistel Network with
a 64-bit block of a plaintext and a 32-bit key. pet..., ps4, K1, ...,ks> andcy, ..., Csa
are the propositional variables representing anf@at, a key, and the ciphertext,
respectively. We have the following formula:

t 2t . 2 tf e sat1 .
Preistel - Elsgl(q ind F)|+32)DElElCi+32 ind (pl U pls U kn) Diglsgl(pl = G )

Having these we can encode any given number ofdowof mentioned before
ciphers.
The cryptanalysis procedure we propose is theviatig [1]:

1. encode a single round of the cipher considered 8®aean propositional
formula;

2. automatic generation of the formula encoding arddsnumber of iteration
rounds (or the whole cipher);

3. convert the formulabtained into its CNF;

4. (randomly) choose a plaintext and the key vectoa &9, 1$-valuation of the
variables representing them in the formula;

5. insert the chosen valuation into the formula;

6. calculate the corresponding ciphertext using arrgpjate key and insert it
into the formula;

7. run your favourite SAT-solver with the plaintextdaits ciphertext bits inserted,
to find a satisfying valuation of the key variables

This procedure can compute secret key for somerdsted parameters of cipher.

Keywords:SAT-cryptanalysis, symmetric ciphers, DES, Blowfish
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ALGEBRAIC DEPENDENCE OF POLYNOMIAL MAPPINGS
HAVING TWO ZEROS AT INFINITY
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We present explicit formulas that give the algabképendence of coordinates
of polynomial mapping with the constant Jacobiaap@&nding on the form of the
leading forms of these mappings, we consider tveugs of them. Therefore, the
formulas indicate, that there are no polynomialckiiave two zeros at infinity.

Let fi, h; be the complex forms of variabl¥sY of degrees, j respectively and

I, j=1
Remark 1. Let

f=(XY)P+f +f +f +.+f (1)

2p-1 2p-2 2p-3

n=() e +h e h )
where p= q=1. If Jad f ,h) = const= Jaéf ,q) then xk‘lYk—l‘ h,, and

1

1 i "~ 1
f:(XY+a hza—m] + ,Ab_l(XY+a '%-11] +o.t {{ X\.‘rTq JJ‘MJ (3)

1 1

hz(XY+§ r}k_m] + %_1( XY+a Q"“}_ +..+ p{ xva zE‘—mJ (4)

B,..... B

"7l The formh is definedby the

A
for some constantsAi’ el
formula hm = Xyt h,

2g9-11
q-11°
Remark 2. Let

p

+ 1Zk+|)p—1

f (XkYI) + 12k+|)p—2+"'+ f(k+|)(p—:|)+1+"'+ fl (5)

h =(XkY|)q + hk+|)q—1 + t2k+|)q—2 to.t I‘(]k+|)(q—:|)+1+ .t II' (6)

83



Mathematical Modelling in Physics and Engineering

wherek >1 (kandl are relativity prim) and p=q=1.
If Jaq f h)=const= Jaf { h) then (X“Y')q_1

Nerjen @Nd exist the forms

Ne.ops-.. y for which
1 1, 1.\
— ky/1
f _(X Y +q nk+l)q-ﬂk+l—1+a h<+|—2 +---+a h} +

1 1~
+Ap_1(kaI +a nk+l)q—:qk+l—l+a [ +...+Tq QJ + ..+ (7)

1 1~
+A1(X “Y' +a nk+l)q—1‘k+l—1+a r3<+I—2 +"'+a Q

1 1 1Y
h=| X*Y'+= +=h,, t..t+= J +
[ q nk+|)q—3,‘k+|—1 q *l 1-2 q l?

1 1 1\
$V4! 1 1
+Bq_l[X Y +a qk+')q-34k+l-l+a [ +...+Tq QJ + ...+ (8)
1 1~ 1~
+Bl(XkYI +a nk+l)q—:qk+l—l+a tl+|—2 +-..+a Q}
for some constantAl’ B Buoe By . The formh of degree

(k+)a-1k+I-1

k+1-1 is defined by the formulan, ..., =(X*¥')"" .

Corollary . In all of these possible cases the polynomials &reh algebraically
dependent and sdaq f ,h)= C.

Keywords:Jacobian, zero at infinity, Jacobian Conjecture
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There has been considerable progress in large-ficstprinciple calculations
of nano-material in last decade. For some relatigghple structures, such as the
carbon nano-tubes and the graphene, first-princgakulations can provide
reliable quantitative results. We will review ouarde scale first-principle
calculations for the edge electronic structuresaybon nano-tube and graphene.
However up to date, only few, if any, results afstffiprinciple calculation for
nanostructures could be compared with experimeitxctty. We will address
a number of difficulties and introduce a multi-scallgorithm that enable us to
overcome the specific difficulty induced by a larggmber of degrees of freedom.
On the other hand, computational modeling assisitdfirst-principle calculation
is important. Model for graphene edge energy p@kbtased on the first principle
calculation will be given as example.
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Consider non-linear functional equation

#(x)=h(g[ f (x))+ glx) ()

where f, g, h are given an@ is a unknown function.
We accept the following notation: =[a,b], abOR, d:=b-a, W, (1) - is the

Banach space of the-time differentiable functions defined on the intr| with

values inR, such that, for som® =0; its r -th derivative satisfies the following
y -Holder condition

67(x)- ") (=) < My{x-X), xxO1

where a fixed functiory satisfies the following condition:
() y:[0,d] - [0,») is increasing and concavg(0)=0, lim y{t)=(0),
t-0*

im 4)=a). .(0)=+
We assume that
0 folo 1, fOW(), supf|<1
@)  g:l =R, gOW,(1)
(i)  h:R- R, hoc', h fulfils the Lipschitz condition inR.

(iv)  there exists¢ 01 , such thatlim f"(x)=¢&, xOI, where f" is the n-
[ )

th iteration functiorf

(V) h is analityc function at,, where 17, is the solution of equation
o = h(’70)+ 9(5)

We define functiond, : | x R LR, k=01...r-1 by the formula
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Mo (% ¥o) = h(yo) + o(x)

oh, ah ah
X VoreoVisy )= —<+ F/(X) =<y, +...+—<y, .
Beat (X Yoreens Vian) o ( )( oy Yy J

Theorem 1.

If assumptions (i)-(iii) are fulfilled,f is a monotone function in the intervia) the
conditions (iv) and (v) are fulfilled foé =0, 77, =0 and

h(0,...0)=0, k=1...r;
OO

then equation (1) has exactly one solutjt)ﬁwy(l) satisfying the condition

<1

¢"(0)=0, k=0,...r. )

Moreover, there exists a neighbourhdddof the pointé = Oand the number,
such that for a functiomp, DWV(U), satisfying the condition (2) and the inequality

|#6] < 1o, @ sequence of functions

#,(x) =g [ F(x)) + o(x), xOU,

converges to a solution of (1) according to themaor the spacwy(LT).

Keywords iterative functional equation, generalized Héldercondition
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LINEAR RECURRENCES ALGORITHM FOR SOLVING
TRIDIAGONAL SYSTEMS WITH IMPLEMENTATION IN MAPLE
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In this paper we consider tridiagonal linear systeof algebraic equations.
We are to use Maple system to implement an alguarithich is based on results
presented in [1].

A linear algebraic tridiagonal system founknowns can be represented by
a matrix equation of the form

A, lx=d 1)
where
a ¢ O 0 ] % ] [ d; |
b, a ¢ : : Xy d,
0 b a ¢ . : X | dg
A B T (o R Pl @
: by @ Cig Xa-1 dyy
0o .. .. 0 b & | | Xy | | d

We assume that the matri , is not singular, it means that equation (1) has th
unique solution.

Bearing in mind the considerations presented imjdconclude that solution to (1)
can be obtained in 3 steps.

Step 1Calculation of the determinal, of the matrixA .

{Wl =a,W, = aa, - bg, @)

W, =aW,, —bc, W, n>2

Step 2 Calculation ofW.* which is the determinant of the matrix obtaineair
matrix A, by replacing its first column by the vectar. In order to obtain

determinantW,* we must take into account the second order nonbenenus
linear recurrence equation
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n-1
anl = aanx_ll - Cn—lannX—lz - (_ 1)n dn ” G, n> 2 (4)
1=

together with initial conditions
W =d;, W* =da, - d,g (5)

Step 3 Solution to the linear algebraic tridiagonal syst(1). Bearing in mind [1]
we conclude that this problem comes down to resglthe linear recurrence
equation

1
X = _(dk—l —b i Xo - ak—lxk—l) (6)
G
with initial conditions
W2 1
%= ,xz=a(d1—a1x1) (7)

Now, we are to implement these three steps intol&/Isystem, [2]. To this end
let us consider the tridiagonal linear system afehtaic equations which has
2-Toeplitz structure and consists of 100 unknowitk main matrix of the form

12 2 . :
0 3 1 -1
Ag=|i . 1 2 2
3 1 0
: Co -1

and the vector of right-hand-sides of the equatibas the formd =[di]1x100.
d, =i+1,i=12,..100.
In order to solve this system of equations usirggahove presented recurrence

method we implement the proper syntax to Maple.
We start with declaration of all data
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n:=100
a:= Array([seq0,i =1.n)])
for i from 1tondo
if i mod2=1then
ali]=1:
else
ai]:=2:
endif
enddo:
b:= Array([seq0,i =1..n)])
for i from 2tondo
if i mod2=1then
b[i]=3:
else
b[i]:=2:
endif
enddo:
c:= Array([seq0,i =1..n)])
for i from 1ton-1do
if i mod2=1then
ci]:=-1:
else
qil=2:
endif
enddo:
d:= Array([sedi +1i =1.n)]):

Subsequently we implement steps 1-3.

Step 1.
W = Array([seq0,i =1..n)])
W] :=a[]:

WI[2] = a[1] (&[2] - b[2] [¢]1] :
for i from 3tondo

Wi]:=a[i]OWI[i —=1] —b[i] [&[i —1] OV[i —2]:
enddo:
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Step 2.
W1:= Array([seq0,i =1..n)])
WI1]:=d[1]:

WI[2] := d[1] (&[2] - d[2] [e]1] :
for i from 3tondo
WI[i] :=a[i] WAL —1] —bfi] (@fi —1] (Wi —2] - (-1)' @[i] ul(dk],k =1.i - 1)

enddo:

Step 3.
x:= Array([seq0,i =1.n)])
_WI[n]
1] = X
(1] W]
1
2] =——(d[1] —a[) 1] ):
X2] O[1]([] al1] 1))

for i from 3tondo

Xi] ::E[ilq[ﬂd[i ~1]-bli -1]) i - 2] -a[i 1] X{i -1]:
enddo:

print (x)
It has to be emphasized that the presented algoddn be used without necessity

to impose any conditions on elements of main matfithe analyzed linear system
of equations.

Keywords:tridiagonal 2-Toeplitz matrix, linear system of afjebraic equations
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PROBLEM OF THE CONFLICTING AIMS IN THE PRODUCER-
CONSUMER MODEL
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In every society there are producers who must meda order to obtain
profits, and consumers who must buy in order tsfsatheir needs. Due to the fact
that the production in Polish economy is limited t®sources, one may often
observe conflicting situations that occur betweeodpcers and consumers. The
problem of conflicting aims between producers aodsamers is discussed in the
model [1]. The expert method of balancing the utanable production and
consumption model is presented in the work [2]sThethod pertains to:

a) the establishment of criteria and importance thfeoeothe basis of which
compromise will be achieved,

b) the establishment of a mutual link between paricutontractors and
criteria,

c) the calculation of the scope of the concessioraohe&ontractor carried out
on the basis of the aforesaid data.

The work [3] discusses the method of balancing riedel in the case of
indivisible goods, where the entire burden of mdo&lancing is borne only by
consumers.

The work [4] presents the method of balancing thedeh in the case of
indivisible goods, where the entire burden of mdollancing is borne only by
producers.

In my paper, | will present the generalization loé imethods discussed in [3] and
[4].
The results of the work allow us to formulate thkdwing conclusions:

a) it is possible to present the problem of confligteims between producers

and consumers in an economic-mathematical model,

b) the task of balancing the model is undertaken bygaaitractors,

c) the compromise achieved is clearly determined wvétturacy to the

requirements of the policymaker.

Keywords:iteration process, production and consumption model
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The anaerobic biological stabilization is currerittg most common process of
neutralizing sewage sludge in large wastewatetrnrerat plants. Mineralization of
biodegradable organic substrates is followed bynagrovement of the drainage
efficiency and a decrease of pathogenic organi3ims.composition of fermented
substrate depends on the quantity of the produmsid and its composition. The
content of methane in biogas varies from 50 up0&h &nd depends on the content
of proteins, carbohydrates and fats in sewage slsdfjected to the fermentation.
In addition to the type of substrate, the fermeotafprocess also depends on
temperature, pH, process duration, presence of wxbstances, substratum load
chambers, concentration of easily digestible coreptsifor micro-organisms and
appropriate conditions of their development [1, @hmbustion of biogas allows
for energy recovery. Therefore, produced biogassel above all for the needs of
covering demand for thermal energy and electridityis used for the needs of
sewage treatment plants, such as heating digast@@wering devices for mixing
and aerating [3, 4]. Taking into account the nemdldvelop effective treatment
methods of excess sewage sludge from treated colkastewater, studies on the
co-fermentation of this sewage sludge with municipawage sludge were
conducted. An aim of these studies was to asses®ffect of excess sewage
sludge from treated coking wastewater on the tdogmal parameters of
fermentation, mineralization degree of organic comms and biogas production.

Sewage sludge coming from municipal sewage tredtmpkmt and sewage
sludge from coking sewer plant were used in theystithe anaerobic digestion
(fermentation) tests were conducted in bioreaditiesd with nozzles intended for
measuring biogas pressure. The following mixturesrew prepared for the
fermentation studies:

* municipal sewage sludge — control sample (K);
* municipal sewage sludge amended with excess sesliadge from treated
coking wastewater — sample (B).
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The sewage sludge mixtures were incubated for 6 déh no access to light.
After 4, 8, 12 and 16 days, one reactor was elitathand a necessary analysis was
conducted.

In order to determine the follow of the digestiangess, the selected physical-
chemical properties of the sewage sludge were mated. The determinations
were made in accordance with the methodology spddify Hermanowicz [5].

The results of the physical-chemical analysis efesge sludge during 16 days
of stabilization are shown in Table 1.

Table 1. Changes in the physico-chemical propediesgewage sludge
during the fermentation process — control sample

Process time, day

Ratio Unit 0 2 ) 12 16
pH — 70| 76| 76| 77 7.4
DCOD mg Q/L | 970 | 660| 320| 241 11¢

Total suspended solids

(TSS) g/L 18,9| 17,6 16,9 16,2 15)0
Fixed suspended solids  g/L 751 72 71] 71 69
(FSS) % 40 | 41| 42| 44| 46
Volatile suspended solids g/L 11,4| 10,4/ 9,7/ 91 8]
(VSS) % 60 | 59| 58| 56| 54

In a mixture of municipal sewage sludge with indast the contents of dry
matter before co-digestion process was 18.4 g/terAhe co-digestion process,
there was a decrease in dry matter content by Tedil€ 2).

Table 2. Changes in the physico-chemical propedisgwage sludge
during the co-fermentation process

Process time, day

Ratio Unit 0 2 3 12 16
pH — 73| 76| 7,71 7.8 7.6
DCOD mg Q/L | 1300 940| 400 390 249

Total suspended solidg giL 184 164 164 160 15h

(TSS)
Fixed suspended solids  g/L 79 | 75| 74| 72 70
(FSS) % 43 46 | 46| 45| 46
Volatile suspended solids g/L 105| 89| 88| 8,8 8]
(VSS) % 57 54| 54| 55| 54

The amount of biogas produced during each dayraidatation and basic co-
digestion parameters of municipal sewage sludgk @itess sewage sludge from
treated coking wastewater were determined as Wablé 3).
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Table 3. Parameters and the energy balance obtfermentation process

Parameters Unit K B
Load of organic compounds
in the fermgentation cﬁambers gVSS/Ldl 0,551 040
Percentage of the organic substance decomposition % 29 23
L 11,7 | 10,0
Production of biogas during digestion process L/gTSS | 0,62| 0,54
L/gVvsSsS | 1,03| 0,94
Content of methane in biogas on average % 61 63
L 8,1 59
Production of methane during digestion process | L/gTSS | 0,43| 0,39
L/lgVvsSs | 0,71| 0,68
L 9,1 7.4
The maximal (theoretical) methane production L/gTSS | 0,48| 0,40
L/gVvsSs | 0,80| 0,70
The potential of methane remaining in sewage slydge % 10 20
Constant rate of the methane production 1 d | 0,147| 0,111
Nonlinear estimation error L 0,14 0,1p
Coefficient of determination — 0,995 0,975

In the assumed test conditions of technologicabmeters of sewage sludge
fermentation and its mixtures with sewage sludgé&es did not differ from each
other by more than 25%.

Based on the conducted studies, it is possible resgmt the following

conclusions:

1. Co-digestion of sewage sludge with excess sewagdgel from treated

coking wastewater cannot exceed the mixing ratio 18¢1. While
maintaining the above proportions, the technoldgieaameters of sewage
sludge fermentation and its mixtures with sewageget coke did not differ
from each other by more than 25% (total biogas peodns, decomposition
degree of organic matter, changes in the contenbrganic compounds
expressed with DCOD, loss of dry matter and metitamn¢ent in biogas).

. Excess sewage sludge from treated coking wastewatebe neutralized in
the fermentation process along with municipal seevsigdge provided that
there is a constant quality-quantitative controltisé sewage sludge and
technological parameters. However, in order to iconfthe above, it is
necessary to conduct the study in a flow system.

Keywords:biogas, co-fermentation, sewage sludge, sewagedglel from treated coking
wastewater
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Issues appear before engineers currently, reqtdiem @erform very complex
computer simulations on the basis of which canreduced various kinds of
changes to the analyzed object (its geometric moliteh significant part of these
simulations are calculated distributions of variqusysical quantities such as
stresses, deformations, displacements and temperdthe computation of such
distributions for a continuous object in the rephee it is only possible in the
approximate, by using of the numerical model comieted phenomenon or
physical processes. The numerical model is obtdiyesblving partial differential
equations. These equations make up the mathematarg| of the problem being
studied. Analytical solution of the generated emumst for the problems faced
before the engineers in this time is in practicedssible. This is due to the fact
that analyzed objects usually have complex shapesane imposed on them
complicated boundary conditions.

The most widely used in engineering simulationsdiscretization of the
analyzed area, that is, its division into smallgeometrically simple areas.
Discretization of the considered area is usedatastorm a mathematical model of
the issues on its numerical model [1,2]. The firedult of this is a system of
algebraic equations (usually linear) with a finitembers of unknowns.

Most frequently for solving of the resulting eqoais are used modern
multicore architectures such as a graphics procgsfrogramming graphics
devices is not easy and requires from the programmadditionally knowledge
about the hardware architecture. An effort assediatith the adaptation of the
algorithm to a multi-core architectures are notalsvprofitable.

The new standard of the C ++ x11 language is inited of many facilities
[3,4]. To the language was introduced build-in #u®to perform computations in
parallel on multiple cores. Furthermore, the rirefiees and a move semantics
increased productivity programs. The language Isask@ecome easier to learn and
use.

They also support the implementation of numeridgbrithms for general
purpose processors while maintaining an expectegh lpgerformance of the
computation.

The authors of the work has focused on the neweslénof the C ++ language
that can be used in the implementation of the caemmimulations of the physical
processes based on PCs.

99



Mathematical Modelling in Physics and Engineering

Keywords: numerical computing, numerical modelling, high peformance, C++x14,

parallel computing

References

(1]
(2]

(3]
(4]

Kleiber M. (red.), Komputerowe metody mechaniki ci@atych, Wydawnictwa Naukowe PWN,
Warszawa 1995

Michalski G., Sczygiol N., Budowa globalnej macierggtywndci w metodzie elementow
skonczonych z zastosowaniem procesoréw wielordzenioywyt#tody Informatyki Stosowane;j,
nr 2/2010 (23), p. 92-104

Stroustrup B.,¢kyk C++. Kompendium wiedzy, Helion 2014

Meyers S., Effective Modern C++42 Specific Ways toptove Your Use of C++11 and
C++14, O'Reilly 2014

100



Mathematical Modelling in Physics and Engineering

COALGEBRAS FOR MODELLING BEHAVIOUR

Valerie Novitzka, William Steingartner

Faculty of Electrical Engineering and Informatidechnical University of KoSice,
KoSice, Slovakia
valerie.novitzka@tuke.sk, william.steingartner@take.

Abstract. In the last decades the categorical structures hagome very useful for
modelling the program systems. Categories areenadtical structures consisting
of objects and morphisms between them. They entabMork with more complex
structures as the sets that are frequently usednmputer science. Their another
advantage is that their properties can be repredeiso graphically.

1. Introduction

In the last decades the categorical structures Ih@o®me very useful for
modeling the program systems. Categories [1] asthematical structures
consisting of objects and morphisms between theheyTenable to work with
more complex structures as the sets that are fntiguesed in computer science.
Their another advantage is that their propertiesbsrepresented also graphically
[2].

When we are interested in modelling behaviour aigpmms and program
systems, the special categorical structures callmalgebras [3,4] are suitable.
A coalgebra is constructed over a base categoof states, where the objects
represent a state space and the morphisms arditnanglations, i.e. mappings
representing destructor operations. States are Kk from an observer.
A relation which can be observed externally and twhaactually inside is the
foundation of coalgebras. A coalgebra is indicdigd polynomial endofunctap
[5] over a given category and therefore a coalgebrealled alsoQ-coalgebra.
Formally, a coalgebra is a p&ff, c¢) , wherec is a coalgebraic map and it is a tuple
of destructor operations. @-coalgebra is often written as

c:U-Q), (2)

whereU stands for a state space. The behaviour is theeredd as a sequence of
observable output values during the executiongyfséem.

In this paper we sketch how the coalgebras can ded dor modelling
operational semantics of programs written in impeealanguage. Then we show
the principles of coalgebraic approach for obje@rded programs. Finally, we try
to design how component based program systemsecarobdelled coalgebraically.

2. Coalgebra for Imperative Language

Firstly, we construct a coalgebra for simple impigealanguagelaneconsisting
of five traditional Dijkstra’s statements: assigmpeempty statement, sequence of
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statements, conditional statement and while cygether with arithmetic and
Boolean expressions. Constructed coalgebra folahiguage can be considered as
its operational semantics.

Operational semantics expresses execution of argogtep by step using
transition relations. It provides not only a meaniof a program but also its
observable behaviour. This method requires mediawkedge of mathematics,
therefore it is understandable and popular also goactical programmers.
Structural operational semantics was formulatedbydon Plotkin in [6] and the
main ideas and motivations are explained in [7].

We introduce the syntactic domagtatm for statements. The elemergf it
are the statements constructed in the sense &fltbeing syntax:

Su=x:=-e|skip|S;S|if bthenSelseS|whileb do S, (2)

wherex is a variableg is an arithmetic expressiob,is a Boolean one, arskipis
the empty statement. To construct a base categanry need to define the semantic
domainState of states. The elements (states) are the funstibar — Value that
we define as the sequences of the ordered pairs:

S = <(x1' Ul)' (LN} (xn' Un))' (3)

wherex; are the variables from the countable\$at andv; are their values from
the setvValue. A state is an abstraction, a snapshot of a compoe¢enory and the
execution of a statement can modify some valuggaram variables, i.e. a state
can be changed. We define two special states:itl Btates, before a programm
execution and the undefined state for abnormalngnoli execution:

s, = {((L, L)) (4)

Now we construct the categofy of states as follows: statesare the category
objects and morphisms are the state changes thatlefiee as a transition
a mappingext

next: Statm — (State — State). (5)

defined below. Before its definition we need to ifyethat € is a category.
Transition function is obviously partially definedhat is a problem when we use it
as category morphism. Therefore we introduced tigefined state and extend its
definition to total function. The undefined stateadlso the terminal object @f.
Another problem arises in the case when infiniteleyis executed. Then the
composition of morphisms is infinite. We solve tkituation in such manner that
any infinite composition of morphisms (categorygiam) has to have a colimit
[8]. That means we state a new request on a cate€gdnat it has colimits. It is
true, because our category of state is a catedagte that has colimits.

Now we can define polynomial endofunct@t € — € by

Q(s)=1+s (6)
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where 1 serves for abnormal or infinite executians Iclear that it is the terminal
object ofC, the undefined state,. Then the coalgebra for the langudgeeis the
pair (State,next), wherenext is defined for a statemest by the following
definition, whereabort(s) = s;:

next[S](s) = (7)

s’ = s[x — [e]s] IfS = x = e;
s ifS = skip

orS =whil e bdo S and[b]s = false;
next[S1; S,1(s") IfS = S1; S, and(S;; S5, ) = (S1; S5, 5");

S next[S,1(s") ifS = 81;S, and(Sy; S,,s) = (S,,s');
next[[S1](s) ifS=if bthensS; el seS, and[[b]s = true;
next[S,](s) ifS=if bthenS, el seS, and[b]s = false;
next[S;whil e bdo S](s) ifS=whilebdoS and[b]s = true;
\abort(s) otherwise.

3. Coalgebra for Objects and Classes

In object oriented paradigm a program consists aleection of entities called
objects. These entities are autonomous and eaitieiof serves for a specific task.
The communication between them is obviously by mgssending. Objects can
be characterized informally as the entities

» with local state accessible by the object methods
* combining data structure with behaviour.

Another concept in object oriented paradigm isasxl A class consists of two
parts: class specification and class implementati@iass specification contains
methods together with the constraints affecting irthbehaviour. Class
implementation is not visible for users. The edaéntare put in the class
specification, and the particulars in the classlémgntation. Only a few formal
foundations exist for object oriented paradigm amdtry to sketch a modelling of
objects and classes coalgebraically. We followaieroach published in [9].

We assume a catego€yof which objects we call state spaces. The metlobds
a class are of the form

Ci:XXAi—)Bi‘}‘ Ci X X, (8)

whereX is a local state spacd; are the types of input values aBg C; are the
types of output values, far=1,..n. These methods can produce either
observable elements of a type or an observable output of the tygetogether
with a changed, new staie Some of types can be empty. For instancé; i§
empty, such method is called an attribute, bec#tudees not change the local
state space. In coalgebraic approach no binaryodstbf the formrX x X - B +
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C x X are allowed, because they lead to the contravafiactors. Such methods
also present typing problems in combination witheiritance [10].

The methods of a class generate a correspondiygarulal endofunctor. We
use here the following general form constructedngiscategorical products,
coproducts and exponentials. We define a polynbemdofuctor Q: C — C over
state category by

QQO) =TI (Bi + G xX) 4, (9)

i.e. as a finite product of polynomials. This fumrcis constructed according of
methods, ... ¢, defined in (8) above that work on local statesA Q-coalgebra is
then the pair(X, ( ¢y, ..., c,)), Where

€ ={c1, )i X = Q(X). (10)

Now we can summarize a formal behavioural moded afass specification. It is
constructed as @ —coalgebra defined above together with
e an initial states, € X that need to satisfy the condition in the creation
section of the class specification; and
* assertions, which are optional and they put thesttamts affecting
behaviour.

An object belonging to the class modelled by tlialgebrac: X — Q(X) is simply
an elements of a state space, i.e. an object ategaryo € C,;,; of states. When
a method; is sending with an input € A; to the objecb, we can write

o.ci(a) = cj(0,a) € B;+ C;xX. (11)

To initialize a class, we apply the operatisaw to a clasgc: X — Q(X), sy) and it
provides an object of the class the initial stgte

We may also consider an objectogether with its claséc: X — Q(X),sy) as
a particular kind of automaton, wheoeis its current state and coalgebra is its
transition function. In object oriented paradigmerdh is some kind of non
determinism, because the transition function iset of the methods. An object
itself does not know which of these ones is setktig a client, and with which
input value. This situation is solved by using amjucts in outputs.

4. Coalgebra for Components

Programming in present can be characterized as napagition of some
prepared components. The main difference betweempanent oriented
programming and object oriented programming is thatfirst places importance
on the interfaces and composition, while the laiteclasses and objects.

A component is an independent deployable entitintéracts with the environment
by typed ports in interface. They has no externaligervable state, its initial state
is established after its deployment. Typed ports \a@ry important part of any
interface because cooperation between componemtsecperformed only through
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ports of corresponding types. Ports serve as emdspof interactions, they enable
transfer of data of some type in required directiQomponents can be generic, i.e.
substituting parameters (of proper types) by apieig arguments enable their
using for different purposes [11]. To formulate Igedras for components we
follow the ideas in [12,13].

We denote by and 0 the sets of typed input and output ports, respelgti
Then we can denote an interface as a pdjr0) and a componentomp as an
arrow

comp: [ - 0. (12)

The behaviour of a component is determined byriut and observed by its
output. In real life, components do not need toehsirch deterministic behaviour,
therefore we need to express also non deterministée. Another problem is
request on their genericity. It can be solved byngisa strong monad as
a behavioural model. It is identity functor for teleninistic case, whereas
powerset is used for non determinism and coprofhucpartiality. A component
comp is modelled as a coalgebra

(Xcomp: ccomp) ) (13)
Ceomp® Xeomp X I = B(Xcomp X 0) (14)

together with an initial stats,. For each states € X.,,,, the behaviour of
a component at this state is organized as a treeause it depends on the
sequences of input values. In tree nodes are fPoamd edges are labelled with
values from.

Because the components are arrows, we need torecinat base category as
a category with interfaces as objects and 2-cellso{vs between arrows) as
morphisms. These morphisms are the correspondialyeora morphisms. It can
be proved that such structure is a category. Itnsethat this category covers
components interfaces together with interactionsdefied by coalgebraic
mappings.

5. Conclusion

Coalgebras seem to be a very useful formal toolnfimdelling observable
behaviour of programs and program systems. Inpgdger we present only a basic
principles that can be elaborated in the futureassh in details.
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We give the decomposition of the leading formshaf polynomial mapping of
two complex variables when the Jacobian of this pirapdoesn't the maximum
degree. We consider the mapping having two zeroiegiity.

Let fm, hn be the forms of variableX, Y degreesm and n respectively, for
m= n=2. The Jacobian of these forms vanishes and wegsepirr¢he structure of
the formsf, hn.

Lemma. Let Jac( f, ,hn) = C. Therefore

m

fm:a[(alx +BY)" (o, x+,3k\0”k} L)
and

hn:b[(alx+ﬁlY)p1...(ak x+,3k\0"*]ﬁ )

where:m=n/(m 1, ™ A mhand p,+..+ p,=(mn), a,ba;,f0C,

a; B

the numbers m and n

a. i
del[ ' 'B'}i 0 fori# j,where(m, n) means the greatest common divisor of

Remark 1. We can assume thgy, =...= p, .

Corollary 1. Letf =f_+ f,h=h_+ h, wheredetf <m,deth< n.

If Ja(( f hn) = (, then only zeros at infinity of the mappifigh) are the factors of
the form § or h.

Corollary 2. If the numbers m and n are relatively prime amt(fm ,hn)= G,

then f =a(aX+BY)" and h =b(aX+pBY)". This means thahe mapping
(f, h) hasonly one zero at infinity
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Corollary 3. Let f =f_+f, h=h +h, where detf <m and deh<n. Let

Jac( f, ,hn) = C. If the mappindf, h) have two zeros at infinity, then
f=(xY')"+7 and m=( X Y)'+7 (3)
wherek > |, (k >l when k and | are relatively primand p>q=1.

Remark 2. In particularcan be f =X **Y**+ ¥ and h= X*Y*+ h for
k=1=1, p=k+1, g=k.

Keywords:Jacobian, zeros at infinity
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Many important analytic or geometric objects likesses of functions or
mappings or more generally sections of bundlesdafened by the property of
belonging to the kernel of some differentials opesa For example, holomorphic
functions constitute the kernel of the Cauchy-Riemaperator, conformal vector
fields are in the kernel of the Cauchy-Ahlfors anformal Killing operator [2],
harmonic functions are the in kernel of the Laplaperator etc. It curious that the
three mentioned operators are or gradients (ttst fiwo) or a composition of
gradients (the third one).

Gradients (in the sense of Stein and Weiss [9tphfan important class of linear
differential operators. They are, by the definitiameducible summands of the
covariant derivative (differential). Many naturafferential operators in geometry
are or gradients or their linear combinations otaat their compositions. They
depend on the geometric structure of the domaimifiold) in which they are
considered. But their importance comes also froenfact that they can encode
(e.g. in their spectra) some geometric data. Frbi® point of view the most
interesting seems to be the class of elliptic dpesa

We are going to define the ellipticity and give exdes of a wide class of
natural elliptic operators. Some simple rules fongtricting such operators will be
given. The talk will also be a review of the histoof the problem of
a characterization of the ellipticity [3], [4] aftl]. Some important consequences
of the ellipticity (e.g. the existence of a diserepectrum) will be given [7]. Some
applications of these consequences will be revief@&fB], and [5]. The results
with a contribution of the author and his colleaguall be enlighten primarily.

Keywords differential operator, ellipticity, discrete spedrum, complete orthonormal
system
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The classical heat conduction is based on the &olanv, which relates the heat
flux vector to the temperature gradient. In comborawith a law of conservation
of energy, the Fourier law leads to the parabddiatltonduction equation

oT
2 zanT 1
52 (1)

with a being the heat diffusivity coefficient.

In the medium with the volume heat absorption pridpoal to the temperature
we have

O _aAT -bT, )
ot

whereb >0 andb <0 correspond to absorption and release of heatecésply.

The time-nonlocal dependence between the heat dhck the temperature
gradient with the “long-tail” power kernel [1-4] mabe interpreted in terms of
fractional integrals and derivatives and results the time-fractional heat
conduction equation

0T

ta

=aAT, O<a=<2 3

The time fractional counterpart of equation (2) tiesform

0T

tO’

=alAT -bT, O0<a<2 (4)

with the Caputo fractional derivatiyB-7]

a t n
arT__1 J'(t—r)”_"_lddLT(nr)dr, n-l<a<n, (5)
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whereT (x) is the gamma function.

In this paper, the time-fractional heat conductemuation with one spatial
variable in spherical coordinate system is considléen a medium with spherical
cavity:

aﬁ(nﬂza &%0¢)+30T0¢)_bT0t) ©)
at? ar? roor s

whereR<r <o, 0<t<o, 0<ag<2 a>0.

Equation (6) is supplemented by zero initial caondi and the Dirichlet boundary
condition

T(r0)=0, O<a<2, 7)

om0 o 1<qso, ®)
ot

T(Rt)= p, It) (9)

with J(t) being the Dirac delta function.
Introducing the auxiliary variable

x=r-R (20)
and the new sought—for function
u=rT, (11)

the initial-boundary-value problem (6)-(9) is redddo the following one:

07u(x,t) __a%ul(x,t
aut(z’( )=a auf(); )—bu(x,t), 0< X< (12)
u(x0)=0, O<as<2, (13)
au(X'O):o, l<a<?, (14)
ot
u(0,t)=Rp,d(t). (15)

Using the sin-Fourier transform with respect to ¢patial coordinatex and the
Laplace transform with respect to the titngives
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— aRp, ¢
ulé,s)]=—. 16
€8)= o razzon (16)
Inversion of the integral transforms results in $b&ution
uxt)=28PoRias [E, ol (a&? +b)te] esin(ex) de, (17)
T
0
where E, 4(2) is the Mittag — Leffler function in two parameters 3 [5-7]
oo Zn
E.;(2)=Y ———, a>0 p>0, zOC. (18)

=r(an+p)’
Returning to the quantity (r,t) according to (9), we get

T(r,1) =$t‘“f E, .- e +bpte]esinr -R)e] as.  (19)
0

The results of numerical calculations are showhRigs. 1-2. In calculations we
have used the nondimensional quantities

_ al?2 _ _
ToFere, «=¥aU7 g Toit o
R R )

r=
When b=0, the solution (19) coincides with the correspogdgolution to the
time-fractional diffusion-wave equation [4, 8].

.T
o

— D=0
wt! \ ea==s b=1
.......... b=2
004 - b=3
o023 |
15 ] 20 25 30 35 40

Fig. 1. The fundamental solution to the Dirichlesiplem for o =0,5, x = 0, 2&.
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0.0

Fig. 2. The fundamental solution to the Dirichletidem forO<a <1,5 (5 =0,5,k=0,25.

Keywords:heat conduction equation Caputo fractional derivative, Laplace integral
transform, sin-Fourier transform, Mittag — Leffler function

References

[1] Povstenko Y., Fractional heat conduction equatioh associated thermal stresses, J. Thermal
Stresses 2005, 28, 83-102.

[2] Povstenko Y., Thermoelasticity which uses fractidmeat conduction equation, J. Math. Sci.
2009, 162, 296-305.

[3] Povstenko Y., Non-axisymmetric solutions to timaefional diffusion-wave equation in an
infinite cylinder, Fract. Calc. Appl. Anal. 2011,,1418-435

[4] Povstenko Y., Linear Fractional Diffusion-Wave Efjom for Scientists and Engineers,
Birkh&auser, New York 2015.

[5] Gorenflo R., Mainardi F., Fractional calculus: im@gand differential equations of fractional
order. In: A. Carpinteri, F. Mainardi (Eds.), Frdstand Fractional Calculus in Continuum
Mechanics, pp. 223-276, Springer, Wien 1997

[6] Podlubny I., Fractional Differential Equations, afemic Press, San Diego 1999.

[7] Kilbas A., Srivastava H., Trujillo J., Theory andpplications of Fractional Differential
Equations, Elsevier, Amsterdam 2006.

[8] Povstenko Y., Fractional Heat Conduction Equatiord Mssociated Thermal Stresses In An
Infinite Solid With Spherical Cavity, Quart. J. Medkppl. Math. 208, 61, 523-547.

114



Mathematical Modelling in Physics and Engineering

NUMERICAL ANALYSIS OF SANDWICH PANELS SUBJECTED
TO TORSION

Zbigniew Pozorski

Institute of Structural Engineering, Poznan Univgref Technology, Poland
zbigniew.pozorski@put.poznan.pl

The problem of torsion of sandwich panels with aashdeformable core is
known in the literature. We can distinguish at t€éagheoretical approaches to this
issue [12, 3]. It is also worth noting that, in the analysfsarsion, it is important
to distinguish the St. Venant torsion and the wagpiorsion. The problem of
torsion was also analyzed experimentally and nuwaklyj even in the papers
[4,5,6].

In most typical cases, which concern the sandwistefs and take place in civil
engineering, the effect of torsion is rightly igadr Even if there are some load
eccentricities, the torsion and the induced forees very small (in practice
negligible. For some time, with the tendency toaege the thickness of the core,
this situation is changing. Even more drastic eXamjn which torsion is
important, is the installation of an additional dde layer to the existing walls
made of sandwich panels. The heavier and morendigte additional layer, the
larger the torsion of the sandwich panel to whtdk mounted.

In this paper, the influence of load and suppomifa@ry conditions on the
internal forces and stresses in the sandwich streictubjected to torsion is mainly
analyzed. The analyzes started with the schemes$ duse to the theoretically
ideal conditions. Subsequently, the conditionsefitect the actual conditions were
gradually sought. Although apparently the load smgport boundary conditions of
the wall panels seem to be fairly straightforwandfact they are very difficult to
reflect in a simple theoretical model. For thiss@g, it was decided to perform the
appropriate numerical analysis.

The 3-D model consists of two thin steel facingd arthick but flexible core is
considered in the paper. The sandwich structumoignted to the steel substructure
by means of mechanical fasteners. The easiesttmrslimitating such a fixation
were tried in the created models. A slightly difer issue is a method of loading
the sandwich panel. Various cases were consider@ddding concentrated force or
load spreading in a certain area. The importanstipeis whether, besides torsion,
the applied load causes yet another force. Theradt the force applied to the
external facing induces additionally bending of faeing (in-plane) as well as
shearing of the core resulting from the transmissid the load towards the
supports. This transmission is one of the mostresteng and, to date, poorly
recognized phenomena. In-plane bending of the dacim also hides many
unknowns. First of all, it is a question of unifatynof the load distribution on both
facings. Second, there is some uncertainty ab@&uptbportions of the “sandwich
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beam” dimensions. A 3-D layered structure is oftexated simply as a beam,
although in the case in question it is closer ®gtab structure. Finally, the effect
of the local instability of thin facings should albe taken into account. So far, in
engineering practice, the impact of in-plane begdnthe facings (including the
influence of this bending on local instability efcings) was simply neglected.

All of the above described aspects make the ftdirpretation of even the best
performed numerical simulations very difficult. [pés this, this paper attempts to
gradually organize the above described mechanffssite and parameters into the
mechanics of layered structures, generated stremseésthe safety of use of
sandwich panels.

Keywords:sandwich panels, torsion, numerical simulations, fiite element method,
boundary conditions
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Sandwich panels used in civil engineering condigvo thin steel facings and
thick but a light flexible core [1]. It is a wellHown fact that solar collectors,
photovoltaic panels and work platforms are insthliiirectly to sandwich panels,
causing multiple static concentrated loads.

The aim of this this paper is to present numesaaulations of the behavior of
sandwich panels loaded by multiple static concéedrdoads. The solutions are
compared with the results obtained using the éffeatidth method.

In these conducted simulations a single-span matlength L = 2 m, width
B=1m and depttb =0.12 m is considered (Fig. 1). The plate is acigd to
concentrated loadE: and F.. The forces are located at points, §1) and for
(X2, ¥2), respectively. The system is simply supporteith@two opposite edges. The
right support has ability to move horizontally.

f_& L — A ) /f
Q ﬁ——L")‘Q_J L \ ~

Fig. 1. Geometry and boundary conditions of sandvianel

The facings have a thickness 0.5 mm. The material of facings is defined as
isotropic perfectly elastic material with modulu$ elasticity Er = 210 GPa,
Poisson rationr = 0.3 and yield strengtly = 280 MPa. The core has a thickness
d=119 mm. The core is defined as homogeneous artcbgc material with
modulus of elasticitfec = 8.16 MPa andc = 0.02. The load values aFe = 1 kN
andF; = 1 kN.
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Numerical model was created as a 2D composite &hetle-layered shell). The

model was discretized using four-node, conventishell elements S4R, the mesh
size was constant and equal to 0.10 m. This modslmresented in [2]. The loads
F1 =1 kN and~; = 1 kN were applied to single nodes.

The solutions obtained for numerical model were garad with the results

obtained using the effective width method [3]. Tt gesults from effective width
method a superposition principle was used.

Comparing solution specified by EWD method and 2itnarical model, some

discrepancies can be seen. To juxtapose it withkwWd}, it is observed that
engineering EWD method is relatively safe but there seem to be introduced
some improvements in case of subjecting panels utiipte static loads. The
obtained results encourage to conduct further aimlinto the behaviour of
sandwich panels subjected to multiple concentriatzds.

Keywords:sandwich panels, concentrated loads, numerical sirfations, finite element

method, the effective width method
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Young measures appear in many engineering problemsonlinear elasticity,
for example, we minimize the energy functionaltaf form

J) = [, f(x,v(x), Vv (x)) dx, (1)

where:
- Qs elastic body under consideration;
- v is its displacement; it is usually an element of a suitable Sobolev
space/;
- f is the density of the internal energy.

The so called direct method is a widely used metbhbdninimizing such
functionals.

However, energy functionals of certain materiats|aaminates or various types
of alloys, do not attain their infima. It is conted with what engineers call
‘microstructure’ and is caused by the fact, that density of the internal energy is
not quasiconvex with respect to the third varialblee minimizing sequenc€s,,)
are functions of a highly oscillatory nature and divergent in the strong topology
of V, but they areweakly*convergent. It has been discovered by Laurence
Chisholm Young in [4], that the weak* limits of theequences of the form

(f(x, vn(x),an(x))) are in general not ‘common’ functions with domaih

definition being points in an appropriate spacd,families of countably additive
regular set functions The members of these families are probability suess,
nowadays called théoung measure3 he existence of a Young measure associated
with a measurable function (or with a sequencesuillating functions) relies on
the Riesz representation theorem. However, caloglain explicit form of a Young
measure is in general a very difficult task.

The simplest form of a Young measure is a ‘homogasé&oung measure’. It is
in fact a ‘one parameter family’, i.e. it does depend on points di. It serves as
a source of examples and in many real world cddeghie generalized minimizer
of the considered integral functional, see for eplenfil] and [4].

In [2] a relatively simple method of deriving anxpécit form of
a homogeneous Young measure is proposed. It ausidg complicated functional
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analytic machinery. Instead, a change of variaié®item for multiple integrals is
used. The theoretical foundations making this ntpossible is described in
detail in [4]. It turns out that following this apgach it is relatively simply to
characterize weak.! convergence of the densities of homogeneous Young
measures. Moreover, this convergence appears tegbévalent to the weak
convergence of the sequence of the Young measuneer uconsideration,
understood as elements of a Banach space of regolartable additive scalar
measures (with a total variation norm). An appl@atof the results to the
Lebesgue-Stieltjes type integrals is also given.

Keywords:homogeneous Young measures, weak convergence ofdiions, weak
convergence of measures
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In the paper free vibration of axially functionallgraded (FG) beams is
analyzed within the framework of the Euler-Bernobkam theory. The proposed
method relies on replacing functions characterizif@ beams by piecewise
exponential functions. The analytical solution leé problem is used for numerical
analysis. The effect of selected parameters claiaetl the system on the free
vibration frequencies for different boundary coiais is investigated.

Functionally graded beams are composites charaetehy the volume fraction
of different materials which is varied continuouslth the thickness and/or the
length of the beam. Through an appropriate selectidhe volume fraction the FG
beam with expected thermal and mechanical progecte be obtained. Therefore,
the FG beams can be used in various engineeririgafns.

The literature on vibration analysis for axiallyaged beams is very extensive.
For example, Wu et al. [1] applied the semi-invarsghod to find the solutions to
the dynamic equation of axially functionally gradsiinply supported beams.
Huang and Li [2] studied free vibration of axiafiynctionally graded beams by
using the Fredholm integral equations. Hein andisieka [3] applied the Haar
wavelet approach to analyse free vibration of &xiinctionally graded beams.
The differential transform element method and défgial quadrature element
method of lowest order were used to solve freeatitan and stability problems of
FG beams by Shahba and Rajasekaran [4]. The exiatips to free vibration of
exponentially axially graded beams was presentedLibet al. [5]. Explicit
frequency equations of free vibration of expondiytiaG Timoshenko beams were
derived by Tang et al. [6]. Huang et al. [7] prdedna new approach for
investigating the free vibration of axially funatially graded Timoshenko beams.
By applying auxiliary functions they transformea tboupled governing equations
into a single governing equation. Moreover, theeesome studies related with the
problem of free vibration of FG beams, where thadgtion of material is assumed
to be along any of the possible Cartesian cooréiatee Alshorbagy et al. [8],
Shahba et al. [9]. A review of researches on FGrbg@e structures can be found
in Chauhan and Khan [10].

In this contribution a new approach to free vilmatanalysis of FG beams with
arbitrary axial inhomogeneity. The main idea présérnere is to approximate FG
beam by an equivalent beam with piecewise expagntiarying material and
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geometrical properties. The proposed method is reinegeneralization of the
approach presented in Kukla and Rychlewska [11].

Keywords:axially graded beam, free vibration, Euler-Bernoull beam theory
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Forecasting and the ability to assess future events play a key role in business
operations. The uncertainty of the future and the time interval from the moment of
the decision to its result, makes it necessary to find appropriate prognostic
methods, which are burdened with the smallest error and are simple and
inexpensive to use. With accurate and accurate forecasting, decision making
becomes much easier, making enterprise management easier. Forecasts should be
the basis for creating business action plans. Still, new methods of forecasting are
being sought, where the results will be as small as possible, and the methods will
be simple and cheap to use.

Neural networks are mathematical structures and their software or hardware
models. The inspiration for their construction was the natural neurons connected by
synapses and the entire nervous system, and in particular its central point — the
brain. Artificial neural networks can be used in a broad spectrum of data processing
issues, such as pattern classification, prediction, denoising, compression and image
and sound recognition, or automation.

Neural networks have the ability to process incomplete data and to provide
approximate results. They enable fast and efficient processing of large amounts of
data. They are resistant to errors and damage.

Fig. 1. Artificial neuron model
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The basic element of the neural network is the ore(4]. Figure 1 shows the
neuron model, where is the number of inputs to the neuran, ..., x,, are input
signals,wy, ..., w,, are synaptic weightg; is the output valuay, is bias and is
activation function. The operation of the neuron ba described using the formula

y = f(s), (1)
S=2rox Wi (2)

The input signals,, ..., x,, are multiplied by the corresponding weights ..., w,.
The resulting values are summed to produce a sgyii&le signal is then subjected
to an activation function that is usually nonlinéarcreate many layers. There are
many models of neural networks. The neural netwdivision can be made taking
into account the following factors: learning methdutection of signal propagation
in the network, type of activation function, typé iaput data and method of
interconnection between neurons.

Neural networks consist of interconnected neur@epending on how these
connections are made, three types of neural neswatke distinguished:
feedforward, feedback networks, convolutional andlluar networks. In
feedforward, one-way networks, the flow of signasalways in one direction,
from the input to the output. Neuron outputs frone dayer are neuron inputs in
the next layer. On feedback networks, also knowreeasrsive, some of the output
signals are simultaneously input signals. In nekaaf this type, the activation of
the network by the input signal causes the actimatif some or all of the neurons
in the, so-called, network relaxation process. &fwge, in order to validate the
operation of the network, a stability condition slibbe added. The stimulated
network must reach a stable state where the basedilues of the neurons remain
constant, this process should take place at filmte. On the other hand, in cellular
neural networks, each neuron is connected to nergidneurons.

Most commonly used neural architecture, both iremesh and commercial
models, are perceptron networks. These are uniainad networks where neurons
are grouped in at least two layers. The first lagecalled the input layer and the
last layer is the output layer. There may be onenore hidden layers between
these layers. Signals are passed from the inpet limythe output layer, without
feedback to the previous layers. The diagram ofttinee-layer neural network is
shown in Figure 2, where,, ..., x,denote input signals ang,, ...,y,, as output
signals.

The number of neurons in each layer is importanth@e operation of the
network. Too many neurons increase the learningga® In addition, if the
number of learning samples in relation to netwadzk $s small, the network can be
"learned" and thus lose the ability to generalizmidedge. In this case, the
network will learn the learning sequence "by heatid will probably only
correctly map the samples that were included iflierefore, after learning the
network, we should check the correctness of itgaijmn. For this purpose, a test
dataset consisting of samples that were not préiseéhe network learning process

where
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is used. Only after testing it is possible to tetether the network has been
properly trained and is working properly.

There are two methods of learning neural netwosksrervised learning and
unsupervised learning. Network learning involvedosnng a specific neural
network response to the input signals. That is whyery important moment in
research is the right choice of learning methodoeBuised teaching, also called
learning with a teacher, involves modifying weigbtsthat the output signals are
as close as possible to the desired values. Traohta includes both input signal
groups and desired values for responding to thégeals. A special case of
supervised learning is reinforcement learning, whbe network is trained not to
give exact values of the desired output signally tire information or whether it
responds correctly. Unattended learning, called-teacher learning, is a self-
parsing study of dependence in a test set by aheetwork. During learning, the
network receives no information about the desie=ponse. Training data contains
only a set of input signals. Networks with suchi@acare called self-organizing or
self-associative.

Neural networks can, on the basis of data, ledsroad spectrum of problems.
They are better than traditional computer architesst in tasks that people perform
naturally, such as image recognition or generatinadf knowledge. Advances in
computer technology and network learning algoritimse resulted in a steady
increase in the complexity of tasks solved by nlenesworks. New architectures
are also emerging, such as convolutional neuraliorks being able to classify
hundreds of image classes.

Neural networks are used to solve different prolsld&][3]. However, every
problem requires a proper network adaptation. Apr@pmriate network topology,
the number of neurons in layers, and the numbenetfvork layers must be
selected. Next, we need to prepare a training esitthg set. The network must be
trained learn first and then the correct operatibtine network must be verified.

This paper concerns forecasting sales volume intlhomtervals in a medium
Polish company. The data from previous months wsed to train feedforward
neural network (full-connected) with the backprogi@an algorithm [1]. We
achieved a good prediction accuracy what allowssthe outcome to increase the
effectiveness of the company management.

Keywords:data forecasting, machine learning, artificial neual networks
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A biometrics system for identifying individuals ogi the pattern of veins in
a forearm was proposed. The system has the adesotdging resistant to forgery
because the pattern is inside a forearm. Infragid is used to capture an image of
a forearm that shows the vein patterns, which havi#us widths and brightness
that change temporally as a result of fluctuationshe amount of blood in the
vein, depending on temperature, physical conditi@ts. The proposed method
extracts the finger-vein pattern from the uncleaage by using line tracking that
starts from various positions. The proposed methrttacts the forearm-vein
pattern from the unclear image by using line tragkthat starts from various
positions. The algorithm described is a componérih® whole system, which is
based on the pattern of the veins of the palm arehfm.

Image processing techniques can be used to entdoocd vein portion of
captured image of the forearm. Image enhancemaentdsamong the most widely
researched area of digital image processing. Theapy purpose is to produce
image of better quality and interpretability frorhet original image. Various
techniques in image processing have been widelg uselivergent applications,
such as biomedical, biometrics and many othersreThee different approaches
introduced for blood vein identification and enhament. In work [1] they
proposed a method for real-time blood vein enhaecgrby capturing an infrared
image of blood vein. But a costly camera and prsiogsequipment are used to
capture and process vein images. In work [2], astiised background reduction
filter for vein contrast enhancement of finger veiatterns captured in near-
infrared regions for personal identification. A Metl for Hand Vein Recognition
Based on Curvelet Transform Phase Feature useclgtitvansform of the region
of interest and encoded the Curvelet coefficiefigsp variance, and evaluate the
Chi-square distance of coding histogram for veircogmition [3]. Image
Restoration and Enhancement for Finger-Vein Red¢imynby authors of work [4]
followed image processing by using Gabor filtenrsabove cases they took images
using transmitted IR rays by placing IR sourcegWwdtand and took images of top
part of hand. The literature [5], discusses hand pattern recognition using an
image descriptor for biometric applications. Far tiometric application, only the
statistical structure of the vein is required, eamtthan the exact contours of the
vein. In most of the studies, blood vein patterfiregers or palm is extracted as an
alternative to fingerprints used in biometry [6-1t] such cases the exact structure
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need not be extracted as only the pattern is nagessr biometric applications.

Apart from this, infra-red imaging commonly utilss&ransmitted infra-red images
which has a higher visibility of veins. Hence, bettesults can be obtained from
simple thresholding and normal enhancement tecksigin antecubital fossa,
taking transmitted IR images are not possible. ldeneflected near infrared

images, which has very low visibility of veins, amsed in this research. The
proposed algorithm follows a different approach itwod vein identification and

enhancement efficiently. The method is mainly bagednalysis of contrast and
thresholding.

In this paper, an efficient method for enhancenadéiiood vein on the forearm
is devised with the help of contrast limited adepthistogram equalisation. The
image captured in near-infrared region is conveitgo grey scale and made to
undergo to achieve an amplification limited contrashancement [12] of all the
objects in the image. The blood vein is extracfemin the image using
thresholding method. Erosion is performed for etecuracy of vein segments
identified, and region of interest (ROI) is iderif to increase the efficiency of the
blood-vein detection.

Infrared image acquisition of forearm

NIR image acquisition is done with the help of adified digital camera. The
modification is done in by replacing IR filter dfi¢ camera placed in front of
charge coupled device with a visible light filtéR flash is used for uniform
illumination of hand and took images with the hefpeflected IR signals from the
forearm. The image stored in JPEG format is showFigure 1.

Fig. 1. Image captured using modified camera

This captured image is processed for blood veiraeoément. Initially, the
image was pre-processed and then converted RGBeinbaggreyscale. The
intensity level is expressed within the range @356 in the case of 8-bit image. The
blood vein part in forearm image is not distinctigible compared to body skin
part. For vein image enhancement and extracticmrieeded to distinguish blood
vein from other skin. Histogram equalization pracedll help to enhance the
contrast of each object in particular images seplral his process will stretch out
intensity ranges [12]. It is done by mapping ofemgity distribution (given
histogram) to another distribution with a wide raraf intensity values. Blood-vein
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images, which are low contrast dark locales, gldfistiogram equalization, won't
work viable. Even if the forearm blood vein images enhanced by using adaptive
histogram equalization, vein edges are might ngtrbeerly visible in most of the
cases. Additional imaging techniques are needexkti@ct the shape of the veins.
Binarization and morphological denoising creatdearer picture of the veins. For
proper extraction of blood veins from the surromgdskin, selection of threshold
levels is crucial. Thresholding algorithm helps fioding suitable threshold level
that efficiently extracts blood veins from the irea@his algorithm performs image
thresholding based on clustering [13]. By assuntimg image consists of two
classes of pixels, this algorithm calculates arinugdtthreshold value to separate
the classes such that their intra-class variancgingmum and inter-class variance
is maximum. Figure 2 shows the original loaded imdthe binary image is shown
in Figure 3.
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Fig. 2. Loaded original image

Zapisz

- Jasnogc: Kontrast lokalmy Zamkniecie Odszumienie:
i binaryzacja: (Dylatacia
+ Erozja): 1/2-1 szer. x:
1/2-1szer.x: ] <
g = 1/2-1szer.x: =
. 1/2-Twys.y:
1/2-1Twys. v 1 = 1 e
= 3 B = 12 Twey =
1 B
Offzet kontrastu; Sila sasiadow:

0 S I -

Kontrastyj Zamkniecie Odszumienie

Fig. 3. Image after binarization

Morphological operations have included closure apens and the removal of
minor disturbances. It is needed to perform morpdichl operations on the vein
part extracted to get a more precise shape of ¢ire Dilation and Erosion are
mainly carried out in the post-processing for fhispose. Dilation adds pixels to
the boundaries of objects in an image, while erosiEmoves pixels on object
boundaries. Here erosion is performed, as the bperdelps to remove the
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unwanted sections which may get extracted with we@. The result of the
morphological transformations is shown in Figure 4.

Wezyta Zapisz
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Fig. 4. Image after morphological transformations

The captured images for processing may containgostother than forearm
part which is not the region of interest. To finegion of interest (ROI), the
captured image is thresholded with a median pisdéliler around 100. This is the
separating pixel value between skin and backgraurtéace. The portion of the
skin where the vein is present is needed to beegssa. Hence, surface part is
discarded, and the region of interest is extracted.

Lines are determined by the yellow-green or blukemarkers. Different colors

represent different directions of veins. The reidlthis operation is shown in
Figure 5.

Fig. 5. Designated veins, marked by colorful cresse

The next operation involves removing lines for whibhe number of markers in
one string is too small. Such processing leaveyg tid main vein patterns that

have the greatest impact on the quality of recagnitThe image after removing
the small lines is shown in Figure 6.
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Fig. 6. Final processing effect

Forearm blood vein identification is quite diffitulThis proposed algorithm
extracted and enhanced blood vein from forearm dngmoviding more visibility
apart from skin. The algorithm tested infrared &ne images and result shows the
efficiency of this algorithm. It is an element bktentire system that uses the palm
vein and forearm to identify and verify users.

Keywords:user identification, user verification, palm vein brearm vein
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The studies on an influence of the parameters efltlading heads on the
loading capacity of the cracked column subjectedsthecific load realized by the
circular elements of heads are presented in thperpdhe crack is simulated by
means of the rotational spring. The boundary prabkeformulated with the use of
the minimum total potential energy principle on thasis of which the differential
equations as well as natural boundary conditiorsoltained. The main scope of
investigations is to estimate whereas it is possiblincrease the loading capacity
of the cracked system by means of proper seleofitime parameters of the loading
heads.

In the figure 1 the investigated system is preskribe external load is realized
by means of the loading heads with circular outlinbe presence of the crack
divides a column into two elements. During numéraculations the crack is
always opened and is simulated by the rotationdhgpof C stiffness which is
calculated with consideration of [1]. The contiguif transversal and longitudinal
displacements as well as bending moments and tefieangles is satisfied by
natural boundary conditions in the point of crackggnce. The total length of the
structure is I=k+l,. The loading head of radius R can move smooththénvertical
direction. The radius R has a center in the paioélized below the loaded end of
the column on its undeformed axis through whichspaghe line of P force action
(pole point). The radius of the receiving head éd the distance between the end
of the column and the contact point of both heads iThe adequate combination
of the parameters of the loading heads may le#ltietgsystems subjected to Euler’s
load — comp. [2].
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Fig. 1 The investigated column and shapes of heads
Keywords:computational mechanics, stability, crack, loadingapacity
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Analytic Hierarchy Proces§AHP) is the method which supports people
decisions, which consists on the best choice floenpossible alternatives. In the
AHP thedecision makefDM) answers the question in order to comparingrgv
two among all possible alternatives in respectrig eriterion. In this way the
pairwise comparison matriPCM) arises. In this matrix, element in i-th rand j-
th column says how much more (or less) DM pretéraver j-th alternative [1].

PCM consists of numbers which correspond to DM amswabout his judgment
of preference. However DM answers are expressetlinguistic values" not
directly in numerical values. So we need convegtaghswers in common language
to numbers. For this purpose priority scales aedu3. Saaty introduce such a
scale, calledrundamental Scal@S) [1], which consists of 9 natural numbers and
its reciprocals which are connected with certaiguiistic expressions:

FS={+,2,2,522221234,5,6,78,9} 1)
9°'8°7°6°5°4°3°2
Despite of some negative opinions of using FS 32]jf is the most popular scale
in AHP practice.

Apart of FS we investigate any other scale. Theresion of FS to the set of 50

natural numbers scale is called in our present&idansion ScalBS(50):

1 1 1
50’49’48’

ES(50) = { +3,5,1,2,3,..,49,50} )
The ES(50) is similar to the FS but allows comparing mordetdnt alternatives
without dividing alternatives on classes (idea a&t$ [1]).

A little less popular than FS but also often endered in literature is the
Geometric ScaldGS) [4]. In difference to the previous scales, Gfhisists of
numbers which create geometric sequence. We addpiéti2,10), it is GS
consists ofl 0 succeeding natural powersb? and theirs reciprocals:

GS(1.2,10) = {1.2710, ..., 1.210} (3)

The numbers in GS, in difference to FS, can bepnt¢ed as actual ratios between
related linguistic expressions.
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Interesting case for us is without rounded to s€&d1. Obviously, this case is
not observed in practice but it help us to find matre information about impact of
assumed scales on the final decisions quality.

In common AHP practice DM compares every pair tdraktives with respect
to any criterion only one time (if you would compdrA to B you do not have to
compare B to A). It seems quite logical that rdéabMs to the same extent prefer
alternative A to B as do not prefer B to A. Howeirepractice when DMs compare
A to B and B to A, they often give no reciprocalsesers so in our paper we
consider both cases: reciprocal and no reciproealices [2],[4],[6].

The purpose of AHP is ordering the alternativesonder to that the vector of
numbers which indicates relative importance ofralives is calculated. Such
a vector which consists of indicating importancenbers we callegriority vector
(PV). We use in our research tRaw Geometric Mean Procedute obtain PV
from PCM [8].

The issue which we investigate is impact of thepaeld scales for quality of
decision in AHP. The natural indicators of scaleparties are values of errors
appearing in PVE when we use particular scales.cBtmulate values of relative
errors in PV and frequency of appearing errorsrdeong PV we run Monte Carlo
experiments, which are based on A. Grzybowski arpents [2]. We observe an
explicit impact of the adopted scales and PCM recipy to amount of errors in
PV. When we look at obtained in our experimentsiltesit seems obvious, that
adopted certain scales give better results withd@sount of errors than the other.

Keywords:Analytic Hierarchy Process, Priority Scales, Pairnée Comparison
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Abstract. Formal methods are intended to systematize anaddinte rigor into all
the phases of software development. The semariftippogramming languages is
important for software engineers and IT experts understand the meaning of
programs and/or behaviour of them. The programr@nguage used for software
development furnishes precise syntax and semdoticke implementation phase.
Based on our experience with teaching formal seicgndf programming
languages we have prepared a packet of moduldshéhzs us and to students to
understand the most popular semantic method -tatalcoperational semantics.
The first module translates a program written irpragramming language to
abstract machine code, the second module makessestranslation from code to
program source text and the third one emulateswvidepexecution of abstract
machine code. Our packet can be easily extendemtlier semantic methods.

1. Introduction

Software engineering is a young engineering disgpthat is different in many
respects from the classical engineering fields. Ohereconditions for efficient
implementation of software development methodsndeustanding the formalism
without which these methods could not be develofgd On the present the
computer science increases making use of formakitadd help the understanding
of complex software systems and to reason aboirt he&aviour, in particular to
verify the correctness of the system (or at leashes desired aspects of its
behaviour) with respect to a formal specificatidinen more and more tools
support software development on the basis of fornethods. All of these tools
and techniques are well grounded in formal modeksystem execution which are
rooted in the formal semantics of the underlyinggnpamming languages. The term
formal methods pertains to a broad collection afm@isms and abstractions
intended to support a comparable level of precismnother phases of software
development. While this includes issues currenthdar active development,
several methodologies have reached a level of ihatimat can be of benefit to
practitioners. The necessity of formal methods atlan has developed from its
increasing assimilation into systems developmetttimindustry [2]. By providing
precise and unambiguous description mechanismsjalomethods facilitate the
understanding required to coalesce the variousaghafssoftware development into
a successful endeavour. To help future generatidnsoftware developers and
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engineers profit from these exciting developmehtswever, it is necessary to
adequately educate and train them in the basicforfial logic and formal
language semantics.

Semantics is an integral part of formal definitiiha programming language.
Semantics provides a meaning of a program and efm during its design and
implementation. Now several semantic methods arewkn e.g. denotational
semantics, operational semantics, action semantadpmatic semantics,
categorical semantics and others. In this papecaeveern with software which
could help to understand an operational semaratigsry popular semantic method
which provides meaning of the execution steps gfregram and it is better
understandable for those who are not familiar wiithematics.

Operational semantics was introduced by Gordonkilah [3]. It is widely
used also by practical programmers. This methothelefa meaning of every step
of program execution by transition relations betwstates before and after a given
statement execution. In contrast with other semaniethods we have quite
positive experience in teaching this method, bexaitisis understandable for
students and software engineers as it requiresmalrknowledge of mathematics.
Operational semantics incorporates abstract impiétien on an abstract machine
that enables partial verification of programs . important tool for explanation
this method and for easy understanding by studse&sms to be a packet of
programs illustrating translation from program texthe code of abstract machine
and vice versa together with step by step execution

The aim of our paper follows from the ideas mergbabove. We present our
packet consisting of three modules. Each of modudésmves as separated program
and can be run independently. The first one tré@sla program text written in the
simple language Jane to a code (sequence of itistisic of abstract machine, the
second one performs the reverse process, i.eovidas a program text in Jane
from a code of abstract machine and the third sreni emulator of the stepwise
execution of a code on abstract machine. Thesee tipregrams afforce in
significant measure the appreciation of this methpdtudents and help them to
achieve skills in defining operational semanticpm@gramming languages.

Sections 2, 3 and 4 concern with the design andeimgntation of three
programs: from program text to code, from codertmgpam text and the stepwise
execution of AM code. This integrated packet hagrmediate output that is
intended to the extension for other semantic method

2. Compiler from Jane to AM code

We briefly describe in this section the specificatand implementation of the
first module - a compiler from language Jane totrsws Machine (AM) code and
algorithms of its primary and secondary functions.

This program is designed as an application, thaviges the translation of
a program written in Jane language into the codevbf

An input is a source text, that represents a prograJane. We do not consider
variables' declarations here, so the program cneidy of a body. An output is
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a final code which is either a sequence of AM ingions or XML form. The
machine comprises only a program store.

The module consists of the standard compiler phasesrding to [5]. The main
function of lexical analysis in this application tekenization, i.e. dividing the
program into valid tokens, elimination of all unessary white characters and
checking of the number of brackets. In the syntaalysis we use the top-down
parsing method with error recovery which consista eet of recursive procedures
that gradually examine the syntax in more and nuw@il. A recursive descent
parser contains a possibly recursive procedureedah syntactic construct. Then
each statement is checked if it matches the apiptepregular expressions. For
each statement of Jane language an unique regxpaession is defined. If the
cycle statementwhi | e- do) or conditional statement {-t hen-el se) are
found, they are matched recursively with appropriggular expressions. After the
syntax analysis, a very simple semantic analyspgeréormed: the type mismatch
control in assignments and Boolean conditionsateshent constructs.

The compiler is able to generate two kinds of oytpased on a user's choice.
The first kind of output is a sequence of instrmies in AM code. This function of
compiler is the default one. The AM instructiong generated according to the
translation rules (listed in [6]). The second kiofdoutput is an XML document
developed for future extension of the teachingvearfe. It could allow to take an
XML form of an input program and to use it as apunfor the other semantic
methods, e.g. a construction of the derivationstrige natural semantics [7] or
a graphical representation of program in categbseaantics [8] etc.

The module consists of the classes. The main dEsmserateJPJtoAM_Ul
provides communication and interaction with usehe Tclass InputTokenizer
represents a lexical analysis. The cRsgexPatterns used in syntax analysis and
it provides the regular expressions for matchirggkywords of the Jane language
and expressions. Claszeneratoris used as generator of instructions. Particular
classes for generating the instructions for eaatestent are derived from the main
generator class. These classes define the follotsamglation rules:

» classStoreGenerator for the assignment;

» classSkipGenerator for the empty statement;

» classlfGenerator- for the conditional statement;

* classWhileGenerator for the logical prefix cycle;

» classBooleanGenerator for the Boolean expressions.

The classXmlGeneratoris used for generating the XML format of a source
program. The general class diagram is depictedginlF
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Fig. 1 Class diagram

3. Reverse compilation from AM code to Jane

The second module is a decompiler from AM code idéme source. This
program allows to reconstruct code in Jane wheggaence of instructions in AM
code is given. Decompilation is the reverse proadssompilation i.e. creating
higher level language code from machine/assemibiguage code used mainly in
refactoring. At the basic level, it just requiresunderstand the machine/assembly
code and rewrite it into a high level languagehailigh there are many questions
about ethics of decompilation, we use in educatiomple decompilation from AM
code to Jane only for teaching purposes.

The program loads an input and starts with spijttihe input sequence into
particular instructions storing them in a dataucre list. The compound
instructions BRANCH and LOOP are considered also as separate instructions
together with their contents, where other recursphtting to the sequences of
instructions are applied and new instruction lgses built up.

The next step is recognizing the instructions ia likt and reconstructing the
Jane code. Each instruction is matched with pattdfran instruction representing
an arithmetic or Boolean operation or instructiepresenting a value is found, an
appropriate symbol or a value is stored in a stauil the end of expression is
being reached. The correct ending of any well-fatnexpression is either the
instructionSTORE (assignment statement), or the instrucBsANCH (conditional
statement), or the empty stringQOP instruction). At the end the expression is
built up from the stack.

If the expression is ended by the instructiSMORE, then the arithmetic
expression is constructed from stack as right-readd of the statement, after that
the content of the stack is released. If the exgiwasis ended by the instruction
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BRANCH, then Boolean expression is constructed from theksand included into

i f-then construction, then two other recursive instructiparsing runs are
executed: the first one farhen-branch, the second one for teese-branch. If
the instructiorLOCP is found, then also two other recursive code canbns are
executed: the first for the Boolean expressionsgeond one for the body of cycle.
Then both strings are included intdi | e- do construction. If the instruction
EMPTYCR is found, an empty statemesiki p is provided as the output. Finally,
when the code reconstruction is finished with sasc¢he code in Jane can be
stored in a text file.

4. Emulator of AM

The last module in our packet is an emulator of Abde. The program is
implemented in Java programming language, too.

The program loads an input code in the form of Abtiuctions. By their
processing and splitting into several steps, thpudus produced by illustrating the
changes performed in an expression stack and stéteysexecution of particular
instructions.

At the beginning, an input sequence of instructisnsead from the file or is
typed manually. After that, the code is analysed ngtching the patterns of
instructions. The sequence is split into separatstrictions. Compound
instructionsBRANCH and LOOP are considered as separate instructions together
with the other sequences of instructions. During tnalysis all variables in an
input source are found and written into table afalkales. In this phase, if a syntax
error is found, the user is notified about the peoiatic part of the code. If the
syntax checking is completed without errors, thanables can be initialized by
user and the analysed AM source is ready to beutag.c

The execution of code provides a complete codeegssing respecting the
semantics of instructions listed in [6]. During #tepwise execution the new states
on a stack and in memory state are computed. Tdgrgmn displays an actual AM
configuration before and after the execution ohetual instruction.

Although the program is syntactically correct,ainccontain unknown (hidden)
fault [9]. For example, during the program exeautam infinite cycle can occur.
The emulator identifies the number of loops anthi§ number is greater or equal
to the upper limit of using the virtual machinecétathen the cycle is considered
and marked as infinite. At the end of program ekeoy emulator allows to save
the actual state of AM into file, which containcleatep of execution together with
a state of the stack and memory state — tracedesu memory snapshots.

5. Conclusion

We presented in this paper a packet of three med@er software packet is
devoted to course on Semantics of programming Egest The main motivation
for its preparation was to increase an understalifalof formal semantic
methods, namely structural operational semantick. three  modules are
implemented in Java, in an object-oriented mannerthey are ready to be used
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during the lectures, laboratory exercises and &soindividual studying. The
design of this packet enables also its future eibeis for dealing with other
semantic methods. This software can be useful falspractical programmers in
the development process of program systems.

Keywords: abstract machine, compiler, learning software, stictural operational
semantics
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Due to its complexity and parallel changes of maayameters in time,
the carburizing process, which has been used farsyas very difficult to be
described mathematically in universal terms [1,2].

Carburizing is understood to mean a thermo-chempalcess of diffusion
saturation of the surface layer of the materiatu@dion of a surface layer of steel
with carbon atoms is aimed improving the tribol@diand corrosion resistance and
strength [3].

The most popular technique today is carburizingngisthe gas phase,
on carburizing and liquid carburizing [4]. All thebove types of carburizing are
diffusion-based processes. A prerequisite for difin is the generation
of carburizing atmosphere, with its carbon potértiging higher than unity i.e.
the atmosphere should be saturated with carbonsabigher than carbon content
present in the carburized material. The thickne§sthe carburized layer
is determined chiefly by carburizing time and tenapare of the carburized
material [5-7]. For most steels, gas carburizingasried out at the temperature
of 880 - 920C [6]. Apart from temperature and time, the resaftghis process are
also determined by carbon potential and the flowno#dium gases termed
the diffusion stream, which is formed by the pdesoof a solid (e.g. sand orA8k)
maintained in a suspension by a hot saturatingflgasng through a bed from
the bottom upwards.The carbon saturation procestependent on temperature,
time and a concentration of the atoms gradientes@&Hactors have big influence
on material properties such as thickness and sneicf the surface layer, which is
obtained by carrying out the carburizing process.

The diffusion processes are described by Fick's ldecause in this process,
the stream of atoms diffusion is variable at timeetiin this case is suitable using
Fick's second law:

a0 . 9%
7= Pow (1)
where
@ - concentration
x - distance from the source to the diffusing sulestan
t-time
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D - is a proportionality coefficient (diffusion cdast, this coefficient is connected
with the probability of atom jumping in a crystattice)

_Ea
D = Dye kT (2)

where

Ea - activation energy

k - gas constantdistance from the source to thegiiffusubstance

T - temperature

In practice, diffusion is not a one-direction, mlesv should be considered in
three perpendicular directions, then the equatipnakes the form

220+ 2, 2)+2(0.3) <3>

whereD, ,Dy ,D- directional diffusion coefficients.
Keywords:steel carbonizing process , diffusional saturationpathematical description
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Contemporary servers, terminals or other networkroanication devices use
specially designed protocols to achieve importaetusty objectives. Time
analysis for those security protocols plays an irgya role. So far it has mainly
been used in the form of time stamps without deda@inalysis of time parameters.

Every conscious network user realizes that insiahd protocols safeguards are
included to ensure that data transmission will bée s data will reach the
destination and will not be decoded, or taken ovwen the other hand,
administrators have an increasingly difficult tas&cause there are more and more
users and data. The data often contain more and sensitive information. The
number of necessary encryption keys is growing. Neatocols appear. Many
parameters should be competently chosen: type tfonke protocol, level of
security, and users' roles so that secure comntioncas available within
a reasonable time.

So far, the analysis of the security protocols st mainly on one issue —
whether the Intruder can carry out the attack upame honest user or the whole
network. Using different verification methods: siation or formal modeling
(inductive [9], deductive [2] and model checking)[4t was proven whether the
considered protocol is correct and resistant toattt@ck. There are several high-
profile projects linked with model checking of satu protocols such as Avispa
[1], SCYTHER [3] or native VerICS [7].

However, the mentioned methods and tools usualhorigg one extremely
important parameter in their analysis - the timepg»se that we have a simple
protocol consisting of three steps, and it wasalisced that the attack upon this
protocol can be executed in ten steps. It can beladed that the protocol is not
safe. However, the protocol can be secure usirime limit calculated for three
correct steps. Many protocols designers intuitivebgan to add timestamps and
IDs to protocols. But in fact, maybe it is sufficiehat the administrator possesses
the knowledge: at what time or interval the protoeid be safe.

In [8] a new formal model of the protocols execnsiovas proposed through
which it is possible to test time-dependent segupitotocols correctness. This
model is used by authors to study the authenticgi@rameters. In Penczek and
Jakubowska papers [5], [6] the network delays wafen into account. Their
method was associated with the communication segsioper time calculation.
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Tested time constraints allow the indication of timee influence on the protocol
security. Mentioned studies of Penczek and Jakukevirsvolved only a single

session and have not been continued.

Our previous studies with use of a synchronizedvost of automata and SAT

techniques have been extended with the temporaicasmd time parameters. A
model was developed showing the strengths and wesaks of the tested protocol
depending on the known parameters of time. It hasnbshown that even
potentially weak protocols can be used with appab@rtime constraints. We can
also find a way to make it safer by strengthenhmgdritical points. As part of the
work we have implemented a tool that helps us énrtientioned work and allows
to present some experimental results.

Keywords:security protocols, modeling and verification, timeanalysis
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The problem of numerical schemes stability is dipsassociated with
a numerical error. The FDM scheme is stable whenetrrors made at one time
step of the calculation do not cause the erroiadmease as the computations are
continued [1]. If, on the contrary, the errors graith time the numerical scheme
is said to be unstable. The stability of numersehemes can be investigated by
performing von Neumann stability analysis. Accogdito this theory, the

approximation error carried b@ifj (2D problem) at every node of spacg) and

timef is assumed to have a wave form with the wave nwrienoted by, s,and
the amplitude byo:

0, =6fexp[l(sl>g+gy)], I=/-1 (2)

As time progresses, to assure convergence, thdtadepof approximation
error must be less than unity, i}@;i ‘ <11[2].
As an example the well-known 2D Fourier equatiothimmform

oT(x v, 1)

5 A T(xyd )

(x,y)0Q:

is considered. In this equati@an= A/c is a thermal diffusion coefficient(is a
volumetric specific heat} is a thermal conductivity)T, X, y, t denote the
temperature, spatial co-ordinates and time.

On the external surface of the system the boundamglitions in a general form

(% y)Or: CD{T(x Y. t),W}z 0 (3)

is given @ /0ndenotes a normal derivative).
The initial condition is also given

t=0: T(x0)=T, (4)

Let us consider the domain oriented in Cartesianrdinate system covered by
the rectangular differential mesh with stépand k. Additionally -1 andf denote
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two successive time levels with stap We introduce the local numeration and
the central point of the star is denotedPgswhile the adjacent nodes Bsy, Pi-1,
Pij+1andP; j1 .

The FDM equation for nod@; (explicit scheme) can be written in the form

TN (T AT T 2T )
- 2 2
At h k
or
2aAt 2aAt 4 aAty _ At __ _
Ti‘:(l——hz - jTi“+—h2 (T + T )+ (T 1) ®

Now, the formula (1) will be applied and then

st o1 s+ )] = -5t -5t o e (7 5]
%Sf‘l{exp[l (sXutsy)]+exd (sx.* s y)}} + 7)

%Sf'l{exp[l (sx+s ¥+1)]+ ex;{ 5%+ s ,-Y-l)]}

or dividing by 5 *exp[ I (s,% + 5, y )]

2aAt 2aAt)  aAt
8:(1— T j+ = [ exp(ls;h) + ex{~Is h) |+

(8)
aAt
F[exp(lszk) + exp(~1s,K |
Using the Euler formula one can written
2aAt 2aAt 2aAt 2aAt
8 :(1_ h2 - k2 \J+ h2 Coiqh) + k2 CO# % lé (9)
and next
2aAt 2alt
51~ [1-co{sh) |- 2 [ + cobs K] (10)
Becausel- cosr = 2sii (%] , therefore
5=1- 220l gp SN_ a8t o S K (11)
h 2 k 2
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The condition‘Oifj ‘ <1 leads to the system of inequalities

AaBt e SN AA0 G S K ¢ (12)
SR T

and

2aAt nzqh 2aAtS

1-
h? k?

|rF > (13)

The first of them is the unconditional inequalityhile the worst situation in the

case of the second inequality takes place Wshaﬁsl?h =1, sirf%k: land then

2aAt 2aAt
In this way the well-known stability condition ftine linear parabolic equations is
found. The physical interpretation of the last fatancan be found in [3].

Keywords:finite difference method, stability condition, VonNeumann method

References

[1] Tzou D. Y., Macro- to microscale heat transfer: Tagging behaviour, John Wiley & Sons,
Ltd., 2015.

[2] Anderson J.D., Computational fluid dynamics. Theidsawith applications, McGrawHill,
1994.

[3] Mochnacki B., Suchy J.S., Numerical methods in caafpens of foundry processes, PFTA,
Cracow, 1995.

149



Mathematical Modelling in Physics and Engineering

150



Mathematical Modelling in Physics and Engineering
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SUBJECTED TO EULER’S LOAD
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Hydraulic cylinders are certain kinds of motors,iathconverts the energy
of pressurized hydraulic fluid to mechanical eneFgy different number of stages,
one-stage and multi-stage (telescopic) hydraulimdgrs can be found. This paper
revolves around boundary problem of free vibratiafisa hydraulic telescopic
cylinder, subjected to Euler’'s load. The computsiomodel, formulated by
Tomski, which refers to free transversal vibratiamsl static stability of cylinders
were taken into account during the calculations Effect of torsional rigidity
between following elements on characteristic cuwas taken into analysis in this
work.

Scheme of hydraulic telescopic cylinder is presriteFig. 1. The analysed
system consist oh cylinders and piston rod. Hydraulic cylinder isabised as
a fully extended and simply supported on both efd®rall length of the structure
is defined adc. Torsional rigidity of following elements (sealimgnd guiding) was
modelled by rotational springs @r; stiffness. Stiffness of rotational springs
are as fO”OWSCRl = Cr2=Cr3=Crsa=Crs=Cr

Diameter of the cylinders (outds and inneid,) were defined as:

d, =d +2(n-ig, +2(n- g ; d,=d+2(n- )g+2(n i 1)g (1ab)

where gu - thickness of sealing element; gr thickness of cylinder.

Each element of the hydraulic cylinder is charazger by adequate flexural
rigidity (EJ} and mass per length uiitA). Mass of the hydraulic fluid, which fills
the cylinders igpA): ((pA)en = 0), masses of sealing and guiding elementsere
taken into consideration. Elements of the structomarked asi = 1,2,...,n-1
correspond to cylinders and theslement correspond to piston rod.

Results of numerical simulations, of free vibratia the considered telescopic
hydraulic cylinder were presented in the non-dinered form , defined as:

— CRIC ./1: P|02 .Q*za)z(pA)nlc (Za'e)

(e, (&1, (E1),

ZGU=?1—L:;ZGR=%;C
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Fig. 2. Characteristic curves on non-dimensionahelfor different parameters of
stiffness between elements

On the basis of the obtained results it can be concluded that stiffness of the
sealing and guiding elements has great influence on vibration frequency and
critical load. The smaller rotational node stiffness the greater its influence on
vibration frequency and critical load. On the basis of the proposed non-dimensional
parameters the obtained relation load — vibration frequency is linear. The

characteristic curves are parallel to each other at considered configuration of the
system.

Keywords:free vibrations, hydraulic telescopic cylinder, slendeisystem
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In this paper the problem of heat flow in the fnibd of lengthl lying on the
x-axis is presented. The ends of the rod are loc&spkectively in point, =0
and xg =1 . The beginnincA of the rod is thermally insulated, while at it=ldhis
kept constant temperatuig. It was assumed that the cross-sectional dimession

of the rod are small enough, that at all its potetaperature at any given time is
the same. At the initial timé =0 temperature distributiom along the rod is

defined by the functionf (x) , wherexD(O,I). Changing the temperature in the rod
is a function of position and tim& =T(x,t) [1]. The scheme of the problem is

presented in Fig. 1.

T(x,0)

—_—

cr To

T = 0
Fig. 1. Scheme of the problem

The transient heat transfer in the rod is describgdhe equation of heat
conduction in the form [2, 3]:

oT 0°T
Flar M

in which
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a= A 2)

co

where: T [K] — temperaturet [s]-— time, A {LK} — the coefficient of thermal
ms

- J e kg :
conductivity,c | —— |- specific heatp | — |— density.
Y, [kgK} p 'Y {mJ Y
Equation (1) is supplemented by the boundary camditof the first and second

kind [2, 3]:

TM,t)=T,, 3
oT(0t) _ @)
0x

The initial condition is also defined:
T(x,0)= f(x) (5)

In order to determine an analytical solution of &ipn (1), under such the
boundary conditions (3), the new functie()(,t) is introduced:

T=T,+s (6)
Consequently, the boundary conditions (3)-(4) tiesform:
s(,t)=0 ()

as(0t)

—=0 8
o (8)
while the initial condition:(5)
fxt)= 10 -T, 9)
To obtain an analytical solution of equation (1fam:

s _ ,0%s
=222 10
ot ox? (10)

Fourier method is used [4]. A particular solutidrifee equation (10) in the form
of the function of two variables is sought, whehme first depends o while the
second is the function df. When the functions(x,t) is found then condition (9) is
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used. Assuming thaff (x) =0 the following analytical solution of equation (ik)
obtained:

T-= T 4TO z 2 1 —a y,%t Cosynx(_l)n+1 (11)

s
where: y;, = (2n—1)§ for n=12....

To obtain a numerical solution of equation (1) finde element method is used.
Equation (1) is multiplied by the weighting funatiov and integrated over the
length of the rod:

)IXJ?W 0T dx-— cpjw—dx 0 (12)

Using integration by parts (13)-(14) the first term equation (12) may be
written in the form (15).

XB XB
1 - _ XB
Iuvdx- I wdx+ uv|XA (13)
XA XA
2
u'=/1(;—12-, V=W,
(14)
u=29T  yodw
o0x dx
dwoT aT|™®
Al w—sdXx==-A || —— [dXx+ WA— 15
Jwggan= A gy Joerm g =

Heat flux at the pointx, and xg is defined as follows:

At

)
dx (16)

Xa

=q

Finally the weak form of the equation of heat castohn takes the following
form:

dx+ cpjw—dx— —wo? (17)

Equation (17) is discretized over the space withubke of the Galerkin method
where the weighting functionsy are the same as the shape functiinef the
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finite elements. Then the implicit time integratischeme is used to obtain global
set of equations. The final form of the global FENjUation is shown below:

K+ M T =g+ iMT" (18)
At At

where: K is the global thermal conductivity matridy — global heat capacity

matrix, B — right hand side vectofA\t — time step,f —time level.

In this paper results of analytical solution ob#girusing the Fourier series and
numerical model based on the Finite Element Metloodselected time moments
are presented. In addition, distributions of thegerature obtained as a result of
both solutions, are compared to check their corbpifti The solutions of equation
(1) are obtained using the boundary conditiong43)and the initial condition (5)
for certain material properties.

Keywords:heat conduction equation Fourier's method, Finite Element Method
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A chamfering of the joining sheet edges is ofteadus welding practice. In
work, the analysis of groove weld influence on daal stress distribution in
single-pass butt welded joints with thorough peatiin, is presented.

Welding is characterised by an application of thevable, concentrated heat
source which action causes temperature field meviablime and space. The point
of departure in the description of the temperafigtl in a homogeneous and
isotropic body is a basic differential equationhefat conduction based on the law
of conservation of energy [1]. Analytical methodioposed by Geissler and
Bergmann [2], was chosen to solve this differendi@liation. Three-dimensional
temporary field for butt welding with thorough pération was determined on the
basis of analytical methods of an integral tramsfttion and Green’s function.

Heating processes of steel leads to the transfaymat primary structure into
austenite, while cooling leads to the transfornmataf austenite into ferrite,
pearlite, bainite and martensite. Structural chargfjevelded joint, connected with
its cooling (also with hardening), develop heteregmus picture of material
structure, which influences the state of streseraftelding. Kinetics of phase
transformations during heating is limited by tengtere values at the beginning
and at the end of austenitic transformation. Thanttative progress of phase
transformations during welding is determined on Joe@inson-Mehl-Avrami and
Kolomogorov law for diffusive transformations [3nd the Koistinen-Marburger
law for martensitic transformation [4]. The destiop of the dependence of
material’s structure, temperature and transformatiime of over-cooled austenite
during surfacing is made in accordance with the T{time-temperature-
transformation) welding diagram during continuoaslmg.

The structural strains resulting from different siéies of individual structures
are related to phase transformations, which inwwtjon with the thermal strains
leads to complicated history of strains during wejdthermal cycle. In strain
calculations there was assumed a linear expansamffigent of particular
structural elements and structural strains. Taairs during single-pass welding
represents the sum of thermal strains caused bgephansformation during
heating and cooling. Heating leads to the incraasmaterial’'s volume, while
transformation of the initial structure (ferritipearlitic or bainitic) in austenite
causes shrinkage connected with different dengityiveen structures. Cooling of
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material causes its shrinkage, while transformatain austenite in cooling
structures causes in turn the increase of its velutrieads to complicated changes
of strains dependent not only on the current teatpee of material during cooling
but also on the initial and final temperature afnsformation of austenite into
ferrite, pearlite, bainite or martensite as well aas volumetric shares of given
structural constituents (including austenite).

Analytical model of temporary and residual stresgmsbutt welding with
thorough penetration was described assuming pkeeionhypothesis and using
integral equations of stress equilibrium of the bad simple Hooke’s law. In
solution the effect of temperature and phase toaneftions (structure changes and
structural strains) has been taken into account.

Computations of temporary temperature field, phtnaasformations, strains
and stresses have been conducted for one-sidevblaied of two flats made from
S235 steel. Numerical simulations were made fart jmth welding groove and for
joint without chamfering of flats. For calculatioase used authors’ programs made
in Borland Delphi. The results are presented inftren of temperature, volume
phase fraction and stress distributions in the efdis cross section as well as
stress history at selected points.

The analysis of residual stress distribution aftetding of flats for joint with
welding groove and for join without chamfering tiegts, did not show significant
differences. The tensile stress values in the e@ld the heat affected zone are
similar, as is the stress distribution in the arvkthe parent material. This is due to
a complete melting of the joint area (liquid aread the final stress state arises
after the weld solidification. It follows that tlveeld groove in the geometric model
of an welded object for the stress state calculatioring butt welded joints with
thorough penetration, can be omitted.

Keywords:mathematical modelling, butt welded joint, groove veld, stresses
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We investigate queueing systems with demands aforanspace requirements
and limited buffer space, in which queueing or aojotime are limited by some
constant value. For such systems, in the case pinentially distributed service
time and Poisson entry, we obtain the steady-statreands number distribution
and probability of demands losing. In our work, steidy queueing systems in
which demands are also “impatient”. In other worilgy can leave the system
during their waiting in the queue, or even durihgit servicing. Such systems are
the models of some real processes. E.g., systemoaiation transmission often
deal with the process of messages information temuc

Consider theM /M /n/ m< - type queueing system with identical servers
and FIFO service discipline. Latbe the intensity of demands entrance flgwpe

the parameter of service time. Each demand has sand®m volume{ which

does not depend on the volumes of other demand®mdhe demand arriving
epoch. LetL(x) =P{{<x} be the demand volume distribution function and) be

the sum of volumes of all demands present in tltegy at time instant. The
values of the procesg(t) are limited by the constant valué (buffer space
capacity). Let us denote by(t) the number of demands present in the system at
time t. Let a demand having the volumarrive to the system at epothlhen, it
will be accepted to the system/{t”) <n+m and o(t”) + x<V . In this case, we
haven(t)=n(t")+1, o(t)=o(t”) + x. In opposite case, the demand will be lost and
ot)=o(t™), nt)=nt"). If tis the epoch when a demand of volumkeaves the
system, we have(t) =n(t") -1, o) =o(t’) - x.

We will assume that the system logeka/ ([n(u +a)]) is finite (0 <c). Our

goal is to determine the distribution of the stadicy number of entries that are
present in the system and the probability of repgiioss due to these restrictions.

Let A be the event that the request that came to themystationary will not be
lost at the time of its arrival and will continu lte completely servel, - average
number of occupied service devices (positiong}. dlear that
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K=>kp +n> p,.
k=1

k=n+1

Then the probability that the requests will be laisthe time of arrival or not fully
served is

I:1055;:1_P{A}:]—_IUK =1- 'UK .
a n(u+a)p

For example, when the volume of the requests hasfarm distribution on the
interval [1,2], then the probability of its loss is given by tiraph (figure 1).

1.0
0.9

0.8

0.6

T T T T d
0 2 4 ] 8 10
v

Fig. 1. Loss probability fox/ = [010]
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